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The Joule System

0.1 OASCR’s FY07 Joule Goals

The Office of Advanced Scientific Computing Research (OASCR)1 has the following
two annual measures that it tracks quarterly:

1. (SC GG 3.1/2.5.1)Focus usage of the primary supercomputer at the National En-
ergy Research Scientific Computing Center (NERSC) on capability computing.
Percentage of the computing time used that is accounted for by computations
that require at least 1/8 of the total resource.FY07: time used is at least 40%

2. (SC GG 3.1/2.5.2)Improve Computational Science Capabilities: Average an-
nual percentage increase in the computational effectiveness (either by simulating
the same problem in less time or simulating a larger problem in the same time) of
a subset of application codes within the Scientific Discovery through Advanced
Computing (SciDAC)2 effort. FY07: efficiency measure is 100%

Asserting compliance with these metrics is a critical hurdle each fiscal year for the
success of DOE’s open science computing effort. This document presents the results
for the computational effectiveness capability.

1http://www.sc.doe.gov/ascr/About/about.html
2http://www.scidac.gov
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0.2 Related Quarterly Tasks

This is a year long effort requiring quarterly updates. The general outline of tasks for
exercising the software metric are presented by fiscal quarter here.

Q1 Tasks(deadline: Decemeber 31 )
Identify a subset of candidate applications to be investigated on DOE SC supercom-
puters. Management (DOE SC and laboratory) decides a short list of applications and
computing platforms to be exercised. The Advanced Scientific Computing Advisory
Committee (ASCAC) approves or rejects the list. The Q1 milestone is satisfied when a
short list of applications and machines is approved.

Q2 Tasks(deadline: March 31 )
Problems to study on the target machines are determined. The science capability and
computational performance of the implementation are benchmarked on the target ma-
chines for the defined problems, problem instances. The Q2 milestone is satisfied when
benchmark data is collected and explained. In the case that an application is aiming to
achieve a new result, the Q2 milestone is satisfied by providing a detailed discussion of
current capability, a discussion of why the capability is insufficient, and a description
of the new capability being developed.

Q3 Tasks(deadline: June 30 )
The application software is enhanced for efficiency, scalability, science capability, etc.
The Q3 milestone is satisfied when the status of each application is reported at the Q3
deadline. Corrections to Q2 problem statements are submitted during this quarter.

Q4 Tasks(deadline: September 30 )
Enhancements to the application software continue as in Q3. The enhancements are
stated and demonstrated on the machines used to generate the baseline information. A
comparative analysis of the Q2 and Q4 data is summarized and reported. The Q4 mile-
stone is satisfied by asserting that the enhancements made to the application software
are in accordance with the efficiency measure and type of enhancement -efficiency,
scalability, or new result.
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0.3 A context for Joule

Here is some recent history. The U.S. Office of Management and Budget (OMB)3

oversees the preparation and administration of the President’s budget, evaluates the ef-
fectiveness of agency programs, policies and procedures, assesses competing funding
demands across agencies, and sets the funding priorities for the federal government. In
some sense, the buck ($) stops with OMB!

Public Authorizations
PL 95-91, “Department of Energy Organization Act”
PL 103-62, “Government Performance and Results Act”

OMB has the power of audit and exercises this right annually for each agency.
According to theGovernment Performance and Results Act of 1993 (GPRA), federal
agencies are required to develop three planning and performance documents:

1. Strategic Plan: broad, three year outlook

2. Annual Performance Planthat is incorporated into the annual budget request:
focused, one year outlook of annual goals and objectives; “what results can the
agency produce for the taxpayers money?”

3. Performance and Accountability Report: an annual report about the past fiscal
year performance; “what results did the agency produce for the taxpayer’s money?”

OMB uses itsPerformance Assessment Rating Tool (PART)to perform evaluations.
PART has seven worksheets for seven types of agency functions. The function of Re-
search and Development (R&D) programs is included. R&D programs are assessed
upon the following criteria:

• does the R&D program perform a clear role?

• has the program set valid long term and annual goals?

• is the program well managed?

• is the program achieving the results set forth in its GPRA documents?

In FY2003, the Department of Energy Office of Science (DOE SC) worked directly
with OMB to come to a concensus on an appropriate set of performance measures
consistent with PART requirements. The scientific performance expectations of these
requirements reach the scope of work conducted at the national laboratories. TheJoule
system emerged from this interaction. Joule enables the chief financial officer and
senior DOE management to track annual performance on a quarterly basis. Joule scores
are reported as “goal met” (green lightin PART), “goal partially met” (yellow light in
PART), and “goal not met” (red light in PART). Joule links the DOE strategic plan4 to
the underlying base program targets.

3http://www.whitehouse.gov/omb
4http://www.er.doe.gov/about/MissionStrategic.htm

http://www.whitehouse.gov/omb
http://www.er.doe.gov/about/Mission_Strategic.htm
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Discussion of Q2, Q4 Results

0.4 Results

(SC GG 3.1/2.5.2)Improve Computational Science Capabilities: Average annual percentage in-
crease in the computational effectiveness (either by simulating the same problem in less time or
simulating a larger problem in the same time) of a subset of application codes within the SciDAC
program.FY07 efficiency measure:100%

In FY07, software problems to be benchmarked in OASCR’s Joule system have been derived
from research in fusion science, chemical combustion, and astrophysics. The primary goal is to
demonstrate that each application software effort can be scaled (weakly in the ideal case) on the
target machine to execute a meaningful problem instance.

The complexity of a problem instance for the application software is determined according
to the number and types of operations, the number and types of operands, and physical resources
required for its execution on the target machinery. Experience shows that theoretical estimates of
the complexity are extremely important to diagnose issues of efficiency or scalability. Even with-
out a complexity analysis, an image of the program’s complexity can be deduced by monitoring
the hardware while it executes a program.

jaguar.ccs.ornl.gov was the machine utilized to investigate the applications. The
fact that the hardware was also being continually upgraded to accomplish the transistion to
250TF scale complicated these exercises but did not change the desired outcome. Some hard-
ware information is provided in the next subsection that attempts to describe the machine as it
was benchmarked.

0.4.1 jaguar.ccs.ornl.gov

Jaguar5 is a Cray XT36 , XT47 installation at ORNL’s NCCS leadership class user facility. It
is composed of Dual Core AMD648 Opteron nodes linked by HyperTransport (HT) to Cray’s
proprietary SeaStar(2) chips which are used to construct a 3d-torus topology between nodes.
The Lustre9 file system has been implemented with a single Metadata Server (MDS) for 36
Object Storage Servers (OSS) and 144 Object Storage Targets (OST) in three partitions totaling
600TBytes of storage capacity. Each OSS serves two OSTs through two 4Gbit FC (fibre channel)

5http://info.nccs.gov/resources/jaguar
6http://www.cray.com/downloads/CrayXT3 Datasheet.pdf
7http://www.cray.com/downloads/CrayXT4 Datasheet.pdf
8see, for instance,AMD64 Technology: AMD64 Architecture Programmer’s Manual Volume 1: Applica-

tion Programming(http://www.amd.com/us-en/assets/contenttype/whitepapersand techdocs/24592.pdf)
9http://wiki.lustre.org/
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cards. There are two nine disk RAID5 groups (calledtiers) per logical unit number (LUN)
-thus 18 disks per LUN. The disks are 10K RPM FC drives with 300GBytes of storage per.
The aggregate file system bandwidth is 72GB/s. In all, there are 11,508 compute nodes and
200 io, service nodes. The service nodes are dual core AMD64 Opteron processors with 8GB
memory and clock frequency 2.6GHz. Table [1] is a specification reference for some select
system features of the compute nodes. The operating system is UNICOS/lc -a combination of
SUSE Linux on service nodes and the Catamount microkernel on the compute nodes.

Dual Core AMD-64 Opteron XT3 XT4
processor clock frequency 2.6E9 cycle / s 2.6E9 cycle / s

sockets 5212 6296 11508
processor cores / socket 2 2

BW / socket 2.1 GB / s 4.1 GB / s
L1 cache / core 64K Inst, 64K Data 64K Inst, 64K Data 2-way assoc
L2 cache /core 1MB 1MB 16-way assoc

memory / socket 4 GB 4 GB > 46TB
memory BW 6.4 GB / s 10.656 GB / s
interconnect HT - Cray SeaStar HT - Cray SeaStar2 3d Torus

interconnect BW 7.6 GB / s / port 7.6 GB / s / port 6 ports∼ 46GB/s

Table 1: Some specifications ofjaguar.ccs.ornl.gov . Memory bandwidth can
be approximated by the product of the memory frequency and the memory bus width.
For the XT3, it is400E6 cycles

second × 128 bit
cycle × 1Byte8bits ∼ 6.4GBytesecond . For the XT4, it is

666E6 cycle
second × 16Bytecycle ∼ 10.656GBytesecond .

Hardware events
Often PAPI10 is used to capture hardware events during the execution of a process. Unfortunately,
preset definitions for counts of cycles, instructions, data and instruction accesses, and TLB data
and instruction accesses are inconsistent in how they are composed on different chip sets and
are indeed not meaningful in some cases. The two events that are supported on all platforms are
PAPI TOT CYC and PAPITOT INS. With a knowledge of the clock frequency of the processor
and the cycle count, the total time a process was executed is easily calculated. When collected
during a parallel run, the largest time calculated in the hardware allocation is the execution time.
On the AMD Opteron, CPUCLK UNHALTED is the hardware event to directly access to obtain
the measure of cycles. The cycle count is composed by aggregating the following Opteron hard-
ware events: BUSY, ICFETCH STALL, FP NONE RET. There is insight to be gained with a
detailed trace of stalls and it is possible to achieve a more complete breakdown of them, but this
analysis will not be pursued here. On the AMD Opteron, the x86 instructions are composed of
branch, integer, floating point, and memory instructions. A measure of these can be obtained by
direct access of FRX86 INS. Indeed, overcounting instructions occurs, for example, when spec-
ulative instructions are issued but do not complete. On the Opteron, floating point instructions
are composed as FPADD PIPE + FPMULT PIPE + FPST PIPE + FPFAST FLAG. Addi-
tionally, FR FPU MMX 3D, FR FPU SSESSE2PACKED, FRFPU SSESSE2SCALAR are
SIMD instructions that are not simply classified but need to be included if performed. Overcount-
ing floating point operations can be a problem when processors include floating point stores or

10http://icl.cs.utk.edu/papi/

http://icl.cs.utk.edu/papi/
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loads in the count or include instructions executed by notional FPUs. Fused operations also pose
problems.

Floating Point Performance
The support for streaming SIMD extensions to the AMD Opteron instruction set defines 128-
bit media arithmetic instructions that greatly increase performance. Parallel operations exist for
vectors composed of words, double words, or quad words. A common example is the support
of instructions that operate on vectors composed of two 64-bit double precision numbers. The
AMD Opteron can compute 2 floating point operations per cycle per core with SSE2 instructions.
Thus, the peak floating point performance ofjaguar.ccs.ornl.gov compute nodescan be
easily calculated for a given allocation of processor cores. Considering only compute nodes:
23016cores× 2 flop

cycle·core
× 2.6E9 cycle

second
∼ 119.6832E12 flop

second
11

0.4.2 Chimera
Benchmark Problem

• Q2

– Post-bounce evolution of 11 solar mass progenitor s11.2

– 256 radial zones× 256 angular zones

– 20 groups to represent the neutrino spectrum

– alpha network for nuclear burning -14 species

– Newtonian gravity

– 10 full transport timesteps

∗ hydrodynamic subcycling, 20 subcycles per transport step

– ray-by-ray-plus approximation -lateral transport between rays is neglected

• Q4

– 256 radial zones× 32×64 angular zones

– same as Q2 otherwise

File i/o was suppressed during the Joule benchmarks of Chimera.
Metric

The observable that Chimera code developers use to relate the performance of their application
to the performance of the computer chosen to execute their application is themeasured-wall-time
to compute a single subcycled-hydrodynamic-timestep.

11The Basic Linear Algebra Subprograms (BLAS) are categorized according to the complexity of the op-
eration being performed and the number of indices required to probe the structures holding operands. Level-1
BLAS (BLAS-1) performO(n) operations onO(n) operands. Level-2 BLAS performO(n2) operations on
O(n2) operands. Level-3 BLAS performO(n3) operations onO(n2) operands. The functions supported by
the BLAS have long formed the backbone of scientific computing software efforts. An example of a BLAS-1
operation isy ← αx + y. If α, x, y are double precision operands, then the operation requires 24 bytes of
data to execute 2 floating point operations (αx and(αx) + y) or perhaps one fma instruction. Suppose the
former. The XT3 has 6.4GB/s bandwidth. Naively, to sustain this operation at peak floating point processor
performance in a socket would require∼ 3operands

2flop
×8 Byte

operand
×2 flop

cycle·core
×2core×2.6e9 cycle

second
=

124.8 GByte
second

. It is challenging to devise methods to achieve sustained performance for such operations that
deliver so little data reuse. REF:An Extended Set of Fortran Basic Linear Algebra Subprograms, J. J. Don-
garra, J. Du Croz, S. Hammarling, and R. J. Hanson, ACM Transactions on Mathematical Software 14(1):
117, (1988) ;A Proposal for Standard Linear Algebra Subprograms, R. Hanson, F. Krogh, and C. Lawson,
ACM SIGNUM Newsl. 8 (1973), 16



14 CONTENTS

Q2 Q4
socket type XT3 XT3

sockets 128 1024
cores / socket 2 2
wall time [s] 612.12 649.71

PAPI TOT INS nr 2894123008000000
PAPI FP INS 13936153320759 nr

<FP ADD PIPE> nr 7.42888e10
<FP MULT PIPE> nr 8.007889e10

<FR FPU SSESSE2PACKED> nr 8.72586e10

Table 2: Some hardware events (machine observables) measured during the Q2 and Q4
production runs of Chimera’s Joule problem.

Derived Observations
The scale factor for weak scaling is2048/256 = 8.

In both Q2 and Q4, 10 [transport steps] * 20 [subcycled hydrodynamic steps / transport step]
= 200 [subcycled hydrodynamic steps] were made.

The Chimera metric in Q2 : wall time / subcycled hydrodynamic step = 612.12[s] / 200[s-
h-s] = 3.0606 [s/s-h-s]. The Chimera metric in Q4 : wall time / subcycled hydrodynamic step
= 649.71[s] / 200[s-h-s] = 3.24855 [s/s-h-s]. The ratio is : 3.0606 / 3.24855∼ 0.94214. This
number is ideally 1.

The floating point performance of the Q2 benchmark: 13936153320759 [flop] / 612.12 [s]∼
2.2767028231e10 [FLOPs]. The peak floating point performance for the Q2 machine allocation:
256 [cores] * 2 [flop / cycle / core] * 2.6e9 [cycle / second]∼ 133.12e10 [FLOPs]. Thus, the Q2
benchmark achieved 1.71% of theoretical peak.

The floating point performance of the Q4 benchmark is constructed from the average hard-
ware event information captured during execution. Total floating point operations executed can
be approximated by [<FP ADD PIPE>:= 7.42888e10 +<FP MULT PIPE>:= 8.007889e10]
[flop / core] * 2048 [core]∼ 3.1614502912e14 [flop]. The achieved floating point performance
in Q4: 3.1614502912e14 [flop] / 649.71 [s]∼ 4.86594063689e11 [FLOPs]. The peak floating
point performance for the Q4 machine allocation: 2048 [cores] * 2 [flop / cycle / core] * 2.6e9
[cycle / second]∼ 1.06496e13 [FLOPs]. The Q4 benchmark achieved 4.57% of theoretical
peak. Another observation about the Q4 run is that∼ 2048 [core] * 8.72586e10 [SSE2 flop /
core] / 3.1614502912e14 [flop]∼ 56.53% of the floating point operations were performed with
the streaming SIMD extensions to the Opteron instruction set.

Now, in Q2 13936153320759 [flop] were computed. In Q4, one would expect no less than
8 times this for the upscaled problem. Indeed, 3.1614502912e14 [Q4 flop]> 13936153320759
[Q2 flop] * 8 :=1.11489226566072e14 [flop]. The difference in work but similarity in wall times
is believable owing to the increased rate of floating point computation in Q4.

Result
Better than weak scaling was achieved for Chimera from the hardware perspective since more
than factor of2048

256
= 8 times floating point operations were performed in normalized measured

time. In the new 3D code, two of three spatial dimensions are distributed overM×N processes,
while the third dimension is computed locally.M MPI subcommunicators are first used to
partition the radial component intoM domains. The domain of the polar coordinate is local.
The PPMLR update can be computed with no communication. After transposing back to original
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layout,N MPI subcommunicators partition the radial component and the azimuthal coordinate
is local. The net effect is two subsequent, but small data transposes instead of one large transpose
per fractional timestep.

The new 3D modeling capability reveals new degrees of freedom. In particular the SASI
m = 1 mode (forbidden in 2D) dominates rather than thel = 1 mode. The physical interpreta-
tion is that a large amount of angular momentum is delivered onto the proto-neutron star causing
it to spin up to periods of∼ 50ms -consistent with observed periods of young pulsars. The
new physics establishes that accurate models of supernovae must not only include all the known
physics but also be evolved in three dimensions.

0.4.3 GTC-S

Benchmark Problem

• Q2

– microturbulence particle-in-cell simulation of DIIID tokamak experimental shot
122338

– temperature and density profiles are 1.6s after initial discharge

– 100 physical timesteps

– 64 toroidal planes

– 78,811 grid points per toroidal plane

– 1 processor core per toroidal plane; 10 particles per cell

– 50439040 particles in the volume

• Q4

– 64 processor cores per toroidal plane; 640 particles per cell

– 3228098560 particles in the volume

– same as Q2 otherwise

Metric
The observable that GTC-S code developers use to relate the performance of their application to
the performance of the computer chosen to execute their application is thenumber-of-particles
* timesteps / wall-clock-time. It is noted the the number of grid points per poloidal plane is
determined by size of the fusion device and the physics driving the device.

Derived Observations
The scale factor is4096/64 = 64.

The GTC-S metric computed on 64 processor cores in Q2: 50439040 [particles] * 100
[timesteps] / 549.63 [seconds]∼ 9.176908e6 [particles / second / timestep]. The GTC-S metric
computed on 64 processor cores in Q4: 50439040 [particles] * 100 [timesteps] / 471.01 [sec-
onds]∼ 1.07087e7 [particles / second / timestep]. The GTC-S metric computed on 4096 pro-
cessor cores in Q4: 3228098560 [particles] * 100 [timesteps] / 490.12 [seconds]∼ 6.58634e8
[particles / second / timestep]. It is expected that the GTC-S metric will scale weakly. Thus, it is
expected that 64 times the number of particles per second per timestep evolved on 64 processor
cores can be evolved on 4096 processor cores. 64 * 1.07087e7 [particles / second / timestep]
∼ 68.5356e7 [particles / second / timestep]. Comparing this value to the 4096 core run gives
65.8634e7 / 68.5356e7∼ 96.1% of ideal weak scaling! (same number you get by taking the
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Q2 Q4(1) Q4(2)
socket type XT4 XT4 XT4

sockets 32 32 2048
cores / socket 2 2 2
wall time [s] 549.63 471.01 490.12

PAPI TOT INS 64192817688103 60210415081552 4097954637879958
PAPI FP INS 11576407397891 13691160459066 876286259955885

Table 3: Some hardware events (machine observables) measured during the Q2 and Q4
production runs.

ratio of the runtimes) Also, the agreement in the total instructions and fraction of total floating
point operations scales remarkably close to the ideal.

The Q4 64 processor core run outperforms the Q2 64 processor run due to enhancements
made to the software during Q3 and Q4. The Q4 64 processor core was used in the above
analysis.

The floating point performance of the Q2 benchmark: 11576407397891 [flop] / 549.63 [s]∼
2.1062182555e10[FLOPs]. The peak floating point performance for the Q2 machine allocation:
64 [cores] * 2 [flop / cycle / core] * 2.6e9 [cycle / second]∼ 33.280e10 [FLOPs]. Thus, the Q2
benchmark achieved 6.33% of theoretical peak.

The floating point performance of the 64 processor core Q4 benchmark: 13691160459066
[flop] / 471.01 [s]∼ 2.9067664081e10 [FLOPs]. The peak floating point performance for the 64
processor core machine allocation: 64 [cores] * 2 [flop / cycle / core] * 2.6e9 [cycle / second]∼
33.280e10 [FLOPs]. Thus, the Q4 64 processor core benchmark achieved 8.73% of theoretical
peak.

The floating point performance of the 4096 processor core Q4 benchmark: 876286259955885
[flop] / 490.12 [s]∼ 1.787901452615e12 [FLOPs]. The peak floating point performance for
the Q4 machine allocation: 4096 [cores] * 2 [flop / cycle / core] * 2.6e9 [cycle / second]∼
2.129920e13 [FLOPs]. Thus, the 4096 processor core Q4 benchmark achieved 8.39% of theo-
retical peak.

Result
GTC-S clearly scales weakly given the problem and machine parameters tested in FY07. For
fixed fusion devices, adding particles is required to evolve the system over more timesteps while
keeping the finite particle fluctuations to a low level.

GTC-S employs a generalized model with the realism of tokamak experiments into non-
linear gyrokinetic simulations of plasma turbulence. These include a systematic treatment of
plasma rotation and equilibriumE ×B flow, realistic plasma profiles and corresponding MHD
equilibria. The general geometry simulation capability has been developed with the following
favorable features: i) By rescaling the radial coordinate, the grid size in the perpendicular di-
rection is correlated with the local gyroradius which, varying substantially from the core to the
edge, defines the spatial scale of turbulence at different locations. ii) Gyrokinetic transforma-
tions of potential and charge density between particle and guiding center positions are calculated
with a finite ratio (Bθ/B) correction which is a significant geometry effect on the turbulence
calculation, particularly for spherical torus devices. iii) The applied equilibriumE × B flow
with the spatial scale of the plasma minor radius, which is believed to play an important role in
determining the turbulence level, is calculated from a first-principles based particle simulation of
global neoclassical dynamics with important finite orbit effects. Working with a symmetry coor-
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dinate system, a relatively regular mesh in real space for strongly shaped toroidal plasmas can be
constructed. This also facilitates straightforward visualization. In the large aspect ratio circular
concentric geometry limit, cross benchmarks of the linear and nonlinear characteristics, such as
real frequency, growth rate, steady-state heat flux and zonal flow amplitude, of ITG turbulence
have been carried out to validate the general geometry model and simulation.

GTC-S will be used to study electron temperature gradient (ETG) turbulence for NSTX
at PPPL. An experimental campaign is now underway to measure the radial spectrum of ETG
turbulence. The problem has been studied with GTC with circular geometry finding that the ETG
transport is too small to explain the experimental observation from NSTX.

0.4.4 S3D

Benchmark Problem

• Q2

– slot burner bunsen flame

– premixed methane-air chemistry, 13 chemical species

– 17 degrees of freedom / grid point

– 195 million grid points

– timesteps

∗ XT3, 4500

∗ XT4, 3000

• Q4

– temporally evolving, planar slot-jet with a central fuel slab surrounded by an oxi-
dizer

– non-premixed ethylene-air chemistry, 19 chemical species

– 23 degrees of freedom / grid point

– 341 million grid points

– 2000 timesteps

Metric
The observable that S3D code developers use to relate the performance of their application to the
performance of the computer chosen to execute their application is thecore-hours per grid-point
per time-step.

Derived Observations
The scale factor for weak scaling is14112/7200 = 1.96.

The wall times measured in Q2, Q4 are clearly different and therefore need to be normalized
according to some problem specific parameters. The changes from Q2 to Q4 are more complex
chemistry, more grid points for length scale resolution, and less physical timesteps.

The S3D metric in Q2 on the XT3: 10242.14 [s] / 3600 [s / h] * 7200 [cores] / 195e6 [gp]
/ 4500 [ts]∼ 2.33439e-8 [core-hours] / [grid point] / [physical timestep] . The S3D metric in
Q2 on the XT4: 5569.68 [s] / 3600 [s / h] * 7200 [cores] / 195e6 [gp] / 3000 [ts]∼ 1.90416e-8
[core-hours] / [grid point] / [physical timestep] . The S3D metric in Q4 on the XT3∪ XT4:
7821.17 [s] / 3600 [s / h] * 14112 [cores] / 341e6 [gp] / 2000 [ts]∼ 4.49545e-8 [core-hours] /



18 CONTENTS

Q2(1) Q2(2) Q4
socket type XT3 XT4 XT3 ∪ XT4

sockets 3600 3600 7056
cores / socket 2 2 2
wall time [s] 10242.14 5569.68 7821.17

PAPI TOT INS 155630385570322016 nr nr
PAPI FP INS 38734703861165216 25823255353913720 nr

<PAPI TOT INS> nr nr 15264495927954
<PAPI FP INS> nr nr 5651281911147

Table 4: Some hardware events (machine observables) measured during the Q2 and Q4
production runs of S3D’s Joule problem.

[grid point] / [physical timestep]. The metric isO(1.e − 8) in each case but costs more in Q4
than in Q2.

The total number of floating point operations per timestep in Q2 on the XT3: 38734703861165216
[flop] / 4500 [timestep]∼ 8607711969147.826 [flop/timestep]. The total number of floating
point operations per timestep in Q2 on the XT4: 25823255353913720 [flop] / 3000 [timestep]∼
8607751784637.907 [flop/timestep]. (note : 8607711969148 / 8607751784638∼ 99.999537%
likeness) The total number of floating point operations per timestep in Q4: 5651281911147
[average flop / core] * 14112 [core] / 2000 [timestep]∼ 39875445165053.232 [flop/timestep].
Thus, on average, the Q4 run executes a factor of∼ 4.63 (as opposed to 1.96) more floating point
operations each timestep.

The total number of degrees of freedom in the Q2 runs: 17 [degrees of freedom / grid point]
* 195e6 [grid points] = 3315000000 [dof]. The total degrees of freedom per compute core in
Q2: 3315000000 [dof] / 7200 [core]∼ 460416.67 [dof / core]. The total number of degrees of
freedom in the Q4 runs: 23 [degrees of freedom / grid point] * 341e6 [grid points] = 7843000000
[dof]. The total degrees of freedom per compute core in Q4: 7843000000 [dof] / 14112 [core]∼
555768.141 [dof / core]. Thus, a factor of∼ 1.21 more degrees of freedom are executed per core
in Q4 even though there are∼ 1.15 more grid points per core in Q2. This is due to the increase
in chemical complexity of the slot-jet configuration problem.

The compute time per degree of freedom per timestep per core on the Q2 XT3 run: 10242.14
[s] / 3315000000 [dof] / 7200 [core] / 4500 [timesteps]∼ 9.5359e-14 [s / dof / timestep / core].
The compute time per degree of freedom per timestep per core on the Q2 XT4 run: 5569.68 [s]
/ 3315000000 [dof] / 7200 [core] / 4500 [timesteps]∼ 7.7784e-14 [s / dof / timestep / core].
The compute time per degree of freedom per timestep per core for the Q4 run: 7821.17 [s] /
7843000000 [dof] / 14112 [core] / 2000 [timesteps]∼ 3.5332e-14 [s / dof / timestep / core].

The floating point performance of the Q2 benchmark on the XT3: 38734703861165216
[flop] / 10242.14 [s]∼ 3.782e12 [FLOPs]. The floating point performance of the Q2 benchmark
on the XT4: 25823255353913720 [flop] / 5569.68 [s]∼ 4.636e12 [FLOPs]. The peak floating
point performance for the Q2 machine allocation: 7200 [cores] * 2 [flop / cycle / core] * 2.6e9
[cycle / second]∼ 37.440e12 [FLOPs]. Thus, the Q2 benchmark achieved 10.10%, 12.38% of
theoretical floating point peak on the XT3 and XT4 allocations respectively.

The floating point performance of the Q4 benchmark: 5651281911147 [average flop / core]
* 14112 [core] / 7821.17 [s]∼ 10.197e12 [FLOPs]. The peak floating point performance for
the Q4 machine allocation: 14112 [cores] * 2 [flop / cycle / core] * 2.6e9 [cycle / second]∼
73.3824e12[FLOPs]. Thus, the Q4 benchmark achieved 13.89% of theoretical floating point
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peak.
A feature that complicates the interpretation of measured S3D results is the hybrid nature of

the hardware allocation in Q4 since the 14112 core run cannot be accomodated with only one
or the other node type. In Q2, homogeneous allocations of XT3 and XT4 nodes executed the
premixed methane-air bunsen slot problem. The difference in measured wall time is a factor of
1.84 despite the fact that the problem and thus the work load were the same. The XT4 injecion
bandwidth and cpu-memory bus advantage account for the difference.

Result
The scaling behavior of the S3D software can be observed along different trajectories:

1. increased grid size allowing the simulation of higher Reynolds number regimes by cap-
turing a wider range of length scales

2. more complex chemical composition allowing the simulation of more complex and real-
istic hydrocarbon fuels

3. longer integration times allowing a more complete temporal development of the solution
and larger sample sets for data analysis

It seems thatcompute time per degree of freedom per timestep per coreis a good metric for S3D.
In Q4, S3D evolved a factor of∼ 2.37 more degrees of freedom on a factor of∼ 1.96 more
processor cores per timestep. From a purely hardware event perspective, from Q2 to Q4 S3D
was enhanced for performance.

S3D demonstrated the ability to use as much of the machine as necessary to pursue two
significant physical problems in FY07.

A significant result of the Q2 run was the confirmation that turbulent eddies can penetrate
the preheat zone and increase the mixing process in the TRZ regime. Experimental studies
in the TRZ regime have been contradictory as to whether flame thickness relative to laminar
flames in the regime increase or decrease. The simulation found that on the Eulerian 3D grid,
flame thickness increases relative to laminar flames for moderate ranges of turbulence intensity,
however negligible flame thickness increases are observed at high turbulence intensities. The
new question is why does flame thickening not increase at the highest intensities. Tracer particles
will be implemented to further pursue this and other significant issues for the premixed fuel
scenario.

In Q4, S3D achieved its goal of enacting an extinction and reignition event in turbulent non-
premixed flames. The role of the scalar dissipation rate due to turbulent fluctuations in the flow
field can be studied with the data from this run to obtain insights into the mechanisms that govern
and contribute to the reignition process.
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Chimera Discussion

0.5 Objective and Expected Significance

The death of massive stars (M > 8-10M�) in core collapse supernovae are an impor-
tant link in our chain of origin from the Big Bang to the present. They are the dominant
source of elements in the periodic table between oxygen and iron [157, 145] and there
is growing evidence they are indeed responsible for producing half the elements heav-
ier than iron [4]. Core collapse supernovae serve both to disperse elements synthesized
in massive stars during their lifetimes and to synthesize and disperse new elements.
Moreover, they are the most energetic explosions in the Universe, and there is now an
indisputable connection between peculiar “Type Ic” core collapse supernovae, or hy-
pernovae, and gamma-ray bursts [100, 63]. Both phenomena occur under a common
umbrella of massive stellar core collapse and explosion. Moreover, a first-principles
understanding of long, soft gamma-ray bursts must begin with an understanding of
stellar core collapse and the physics involved in core collapse supernovae for both “or-
dinary” (Type II, Ib, ordinary Ic) supernovae and hypernovae. Thus, our proposed
work can also be thought of as the first stage in a longer-term effort to simulate, from
progenitor to burst, hypernovae and long, soft gamma-ray bursts.

As the name suggests, core collapse supernovae are initiated by the collapse of
the iron cores of massive stars at the end of their lives. The collapse proceeds to
ultrahigh densities, in excess of the densities of nucleons in the nucleus of an atom
(“super-nuclear” densities). The inner core becomes incompressible under these ex-
tremes, bounces, and, acting like a piston, launches a shock wave into the outer stellar
core. This shock wave will ultimately propagate through the stellar layers beyond the
core and disrupt the star in a core collapse supernova explosion. However, the shock
stalls in the outer core, losing energy as it plows through it, and exactly how the shock
is revived is unknown. This is the central question in core collapse supernova theory.
(For a more complete review, the reader is referred to [104].)

The primary objective of our work is to perform three-dimensional core collapse
supernova simulations with most of the known-to-be-important macroscopic physics
components, with an eye toward determining the core collapse supernova mechanism
and making more accurate predictions of observables associated with such supernovae
than were possible with past, two-dimensional models.

21
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0.6 Background and Approach

0.6.1 Laying the Foundation

After core bounce,∼ 1053 erg of energy in the form of neutrinos and antineutrinos
of all three flavors (electron, muon, and tau) is released from the newly formed proto-
neutron star (PNS) at the center of the explosion. The supernova explosion energy is
∼ 1051 erg. Past simulations [151, 14] demonstrate that energy in the form of neutrinos
emerging from the PNS can be deposited behind the shock and may revive it. This neu-
trino reheating is central to core collapse supernova models today. However, while a
prodigious amount of neutrino energy emerges from the PNS, the neutrinos are weakly
coupled to the material directly below the shock, and, in fact, the neutrino heating is
very sensitive to the distribution of neutrinos in energy (or frequency) and direction of
propagation, at any given spatial point behind the shock [32, 79, 102, 106, 107, 77].
In turn, this ultimately requires “multiangle,” “multifrequency” (Boltzmann) neutrino
transport in order to compute accurately the neutrino distributions in this region. This
renders the core collapse supernova problem a truly multidimensional (space plus neu-
trino angles and energy), petascale (petaflops, petabytes) problem.

The neutrino heating may be aided by fluid instabilities (e.g., convection) in the
PNS [142, 154, 111, 24, 30], which may boost the luminosity of this central neutrino
bulb. Convection directly beneath the shock fundamentally alters the nature of neu-
trino shock reheating [69, 33, 79, 60, 30, 27] relative to the spherically symmetric case,
allowing simultaneous downflows that fuel the neutrino luminosities and upflows that
bring energy to the shock. And the newly discovered instability of the shock wave
itself, the Stationary Accretion Shock Instability (SASI), will likely dramatically alter
the shock and explosion dynamics [15, 78, 35, 123]. The centrifugal effects of stellar
core rotation [60, 30], and other of its effects, will also change supernova dynamics
qualitatively and quantitatively, and stellar core magnetic fields, increased perhaps dra-
matically by compression during collapse, convection (e.g., via a dynamo), and rotation
(through wrapping and shear; in the latter case the magnetorotational instability may
occur and, if so, would dominate the field evolution), may also play a significant role
in driving, and perhaps collimating, core collapse supernova explosions [144, 1, 31].

Finally, the nuclear abundances should be evolved in regions where nuclear statis-
tical equilibrium (NSE) cannot be maintained. This will enable the potentially observ-
able products of nucleosynthesis to be followed and, most important for the mecha-
nism, the energy released by nuclear burning to be fed back into the computation of the
explosion dynamics. While the energy released is rather small in overall amount, we
will describe below that this energy release occurs in critical regions and has a decided
influence on the dynamics if all other factors give rise to a very marginal outcome.

While the list of major macroscopic components in any core collapse supernova
clearly indicates this is a three-dimensional phenomenon, three-dimensional studies
performed by this investigator team in the past with a reduced set of physics (focused
on certain critical aspects of the supernova problem) demonstrate how different the out-
comes will likely be in more complete three-dimensional models. In particular, sim-
ulations in two spatial dimensions that led to the discovery of the SASI [15] showed
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the dominance of thel = 1 SASI mode in this instability and in defining the resul-
tant explosion dynamics and morphology. On the other hand, simulations performed
now in three dimensions demonstrate that them = 1, not thel = 1, mode domi-
nates [17, 19, 20]. Them = 1 mode is not admitted in the two-dimensional models
given that it violates axisymmetry. Thus, three-dimensional models allow entirely new
degrees of freedom, uncover the existence of new SASI modes, and, in turn, the new
SASI modes led to yet new surprises: the startling discovery that the SASI can give rise
to a spiraling flow beneath the supernova shock wave capable of depositing significant
angular momentum onto the PNS, causing it to spin up. The predicted spin periods
are∼ 50 ms, in the range of the observed spin periods of young pulsars [17, 16, 19].
Moreover, such spins can be generated beginning with nonrotating progenitors, com-
plicating the link between progenitor characteristics and final neutron star properties.
These simulations provide specific evidence that core collapse supernova models must
be performed in three dimensions. Thus, three-dimensional simulations will open a
new window on supernova modeling and the supernova mechanism. Such simulations
— i.e., three-dimensional multi-physics simulations with significantly increased real-
ism in the model components — were not possible before.

Indeed, current 3D models have yet to include all of the following: (1) multifre-
quency, or multiangle and multifrequency, neutrino transport, (2) convection and other
fluid instabilities, (3) rotation, (4) nuclear burning, and (5) magnetic fields [60, 17, 16,
155]. Only (2) and (3) have been included in models without neutrino transport or with
gray (frequency-integrated) neutrino transport.Our primary scientific goal will be to
perform 3D core collapse supernova simulations that include (1)–(4) to ascertain their
explosion mechanism and to predict their associated observables.

0.6.2 A Staged Approach

Three-dimensional simulations with multiangle, multifrequency (Boltzmann) neutrino
transport at sufficient resolution are not currently possible. They will require multi-
petaflop computing platforms, which will not be available until 2010 or later. How-
ever, current supercomputers will permit significant advances to be made in three-
dimensional supernova modeling through a key intermediate step: the performance of
three-dimensional simulations with multifrequency (but not multiangle) neutrino trans-
port. Moreover, the inclusion of multifrequency neutrino transport in three-dimensional
models can be advanced in two stages: (1) multifrequency neutrino transport in the
“ray-by-ray-plus” approximation [130] and (2) three-dimensional multifrequency neu-
trino transport. The work proposed here falls under stage (1). In the ray-by-ray-plus
approximation, neutrino transport is followed along radial rays, but lateral transport
between rays is neglected. Essentially, the compromise in stage (1) is to reduce the
spatial dimensionality of the transport in order to include the extra dimension of neu-
trino energy (frequency). As described above, the neutrino shock reheating is very
sensitive to the neutrino spectra. Consequently, the inclusion of multifrequency neu-
trino transport is the primary step in moving to three spatial dimensions. Moreover,
stage (1) allows for existing neutrino transport codes to be used in performing the
three-dimensional simulations, whereas stage (2) requires extensive new code devel-
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opment. The approach in stage (1) has also been adopted by the Max Planck group in
performing their two-dimensional simulations.

0.7 CHIMERA Overview

CHIMERA can well be described as a “chimera” of three, separate, rather mature
codes. The codes are tightly coupled in a single executable through a set of inter-
face routines that provide each of the code components access to global variables for
use. The primary code modules are designed to evolve the stellar gas hydrodynamics
(VH1), the “ray-by-ray-plus” neutrino transport (MGFLD-TRANS), and the thermonu-
clear kinetics (XNET). These three “heads” are augmented by a sophisticated equation
of state (EOS) for nuclear matter (e.g. LS-EOS [91]) (The EOS provides a relation-
ship between the matter density and temperature and the resulting pressure, closing the
system of radiation hydrodynamics equations.) and a self-gravity solver capable of an
approximation to general-relativistic gravity. The hydrodynamics is directionally split,
and the ray-by-ray transport and the thermonuclear kinetics solve occur “during” the
radial sweep, when all the necessary data for those modules is local to a processor (see
Figure 24). The individual modules are algorithmically coupled in an operator split
approach. This approach is well motivated, as the characteristic time scales for each
module are widely disparate. Specifically, during the radial sweep of the hydrody-
namics, the neutrino transport and the thermonuclear burning are computed along each
radial ray, using only data that is local to that ray and, therefore, local to the current
process.

The hydrodynamics module in CHIMERA is a modified version of the PPM code
VH-1, which has been widely used in astrophysical fluid dynamics simulations and
as an important benchmark code for a variety of platforms. VH-1 is a Lagrangian
remap implementation of the Piecewise Parabolic Method (PPM) [44]. Being third or-
der in space (for equal zoning) and second order in time, the code is well suited for
resolving shocks, composition discontinuities, etc. with modest grid requirements. To
avoid the odd-even decoupling and carbuncle phenomenon for shocks aligned parallel
to a coordinate axis we have employed the local oscillation filter method of Sutherland
et al. (2003) which subjects only a minimal amount of the computational domain to
additional diffusion. Redshift and time dilation corrections are included in both the
hydrodynamics and neutrino transport (both are consequences of general relativity). A
moving radial grid option, where the radial grid follows the average radial motion of
the fluid, makes it possible for the core infall phase to be followed with good resolution.
We plan to develop a PPM-based magnetohydrodynamics capability as well, enabling
the inclusion of stellar magnetic fields in CHIMERA simulations. This development
will take considerable effort, and may alter the computational intensity of the hydro-
dynamics module. Nevertheless, we propose to undertake this addition, as it would
enable inclusion ofall known important physical processes in CHIMERA supernova
simulations.

The equation of state (EOS) of [91] is currently employed for matter at high den-
sities. At densities below about1.7 × 108 g

cm3 the state of the matter is described
by mixture of 4 nuclei (neutrons, protons, helium, and a representative heavy nu-
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cleus) in a highly modified version of the EOS described by [45]. For regions not
in NSE (at even lower densities), an EOS with a nuclear component consisting of 14
α-particle nuclei (4He to60Zn), protons, neutrons, and an ironlike nucleus is used. An
electron-positron EOS with arbitrary degeneracy and degree of relativity spans the en-
tire density-temperature regime of interest. The nuclear composition in the non-NSE
regions is evolved by the thermonuclear reaction network of [73]. The thermonuclear
network is a set of coupled ODEs describing the various nuclear processes that trans-
mute the isotopic composition of the matter. This is a fully implicit general purpose
reaction network; currently, we have used a smaller nuclear dataset to implement a
so-calledα-network, i.e. only reactions linking the 14α nuclei from4He to60Zn are
used. Data for these reactions is drawn from the REACLIB compilations [134], the
world standard for reaction data in simulations of this type. Detailed nucleosynthesis
requires evolving 150 or more nuclear isotopes throughout the matter which is ulti-
mately ejected. Simple replacement of the 14 element network with 150 isotopes in
the fully implicit Backward Euler integration scheme represents a several hundred-fold
increase in the computational cost. Given the current≈5% of execution time required
by the alpha network in the current simulations, this cost is prohibitive if implemented
naively. However, we can achieve computational savings of roughly a factor of 10 by
employing techniques using local partial equilibria (termed quasi-equilibrium or QSE)
to reduce size of the system of equations which must be integrated [71].

Ideally, neutrino transport would be implemented with full multidimensional Boltz-
mann transport. This important development, however, lies beyond even the petascale,
and may well require exascale computing to fully realize. We compromise by imple-
menting a “ray-by-ray-plus” approximation [30, 29] for neutrino transport, whereby the
lateral effects of neutrinos such as lateral pressure gradients (in optically thick condi-
tions), neutrino advection, and velocity corrections are taken into account, but transport
is performed only in the radial direction. This approximation offers us the ability to in-
clude the most up-to-date microphysics, which is essential to the realistic computation
of the crucial coupling of neutrinos to matter in the important region behind the shock.
It thus permits us to capture most of the essential physics above the neutrinosphere (the
effective radiating surface for neutrinos, analogous to the Sun’s photosphere) where the
neutrinos are primarily radially directed and where we believe the essential ingredients
of the supernova mechanism reside. However, it is well known that this approach tends
to overestimate heating in radial rays where hot spots occur near the neutrinosphere,
whereas true multidimensional transport will direct some of the neutrino flux from
these hot spots in the lateral direction, thereby producing a more uniform spatial neu-
trino distribution. Some tests [30] show that the effect of the ray-by-ray plus approx-
imation on the temporally averaged neutrino heating is probably only a few percent.
We continue to attempt to quantify the impact of the ray-by-ray approximation with
our own set of verification tests. Transport is computed by means of multigroup flux-
limited diffusion with a flux limiter that has been tuned to reproduce Boltzmann trans-
port results to within a few percent [94]. AllO(v/c) observer corrections have been
included. The transport solver is fully implicit and solves for four neutrino flavors
(types) simultaneously (i.e.,νe’s, ν̄e’s, νµ’s andντ ’s (collectivelyνx’s), andν̄µ’s and
ν̄τ ’s (collectively ν̄x’s)), allowing for neutrino neutrino scattering and pair-exchange,
and different neutrino and antineutrino opacities. The PPM technology has been di-
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rectly applied to both the spatial and energy advection of neutrinos in both the radial
and lateral directions. The neutrino opacities employed for the simulations are the stan-
dard ones described in [25], with the isoenergetic scattering of nucleons replaced by
the more exact formalism of [136], which includes nucleon blocking, recoil, and rela-
tivistic effects, and with the addition of nucleon–nucleon bremsstrahlung [67] with the
kernel reduced by a factor of five in accordance with the results of [66]. The transport
solver can be replaced with a module for spherically-symmetric Boltzmann neutrino
transport (i.e. angular information can be incorporated, enabling the shape of the ra-
diation field at each spatial point to be determined). We have an existing spherically
symmetric multigroup Boltzmann transport (MGBT) solver for supernovae [94, 109]
that can be straightforwardly adapted as a CHIMERA module. Further testing of the
ray-by-ray approximation and our MGFLD solver will be an integral part of our verifi-
cation testing for CHIMERA, both unit testing of the transport module by comparison
to radiation transport test problems and by whole-code testing through comparing the
results of CHIMERA simulations incorporating MGFLD to simulations with the new
MGBT solver.

0.8 CHIMERA’s Hydrodynamics Module

0.8.1 Solving the Hydrodynamics Equations

The hydrodynamics module uses the Piecewise Parabolic Method described by [44] to
solve the equations of ideal inviscid compressible fluid flow. These equations, written
in conservative, Eulerian form are:

∂tρ+∇ · (ρu) = 0, (1)

∂t(ρu) +∇ · (ρuu) +∇p = ρa, (2)

∂t(ρE) +∇ · (ρEu + pu) = ε̇+ ρu · a, (3)

whereρ,u, E are the mass density, fluid velocity, and total specific energy per unit
mass. The total energy is composed of the bulk kinetic energy and the internal en-
ergy,E = u2/2 + em. The gas pressure,p, is related to the internal energy of the
gas through an appropriate equation of state. The source terms for these conservation
equations include a local acceleration,a, due to gravity and momentum exchange with
the neutrinos, and heating/cooling rate,ėpsilon, due to neutrino interactions and nu-
clear burning. Contributions to these source terms can be found in other sections of
this report.

We solve these equations on a spherical polar grid (coordinatesr, θ, φ), using oper-
ator splitting to separate the 2- or 3-dimensional problem into 1-dimensional updates.
This 1D update is done in Lagrangian (mass) coordinates followed by a conservative
remap back to the original Eulerian grid. Thus the fundamental building block of the
hydro module is a one-dimensional update of the Lagrangian fluid equations followed
by a conservative remap. The following is an outline of the 1D PPMLR algorithm
employed in CHIMERA. For specific details see [44]. Here we consider the equations
of ideal hydrodynamics in Lagrangian coordinates in one dimension, with the mass
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coordinatem related to the spatial coordinatex by

m(x) =
∫ x

xo

ρ(x)xαdx. (4)

Hereα is 2 for the radial coordinate and 0 for the two angular coordinates (φ andcos θ).
Written in conservative form these equations are:

∂tu+ xα∂mp = a
∂tE + ∂mx

αup = ua+ ε̇, (5)

In the following finite-difference equations we use the subscriptj to refer to zone
averaged values, subscriptsj−1/2 andj+1/2 refer to values at the left and right hand
sides of the zone, and the superscript is the timestep. The spatial coordinate is updated
knowing the time-averaged velocity of the zone interface,ūj+1/2:

xn+1
j+1/2 = xnj+1/2 + ∆t ūj+1/2, (6)

and the density is updated given the resulting change in volume for a mass element:

ρn+1
j =

ρnj V ol
n
j

V oln+1
j

. (7)

The volume of a zone is given by

V olj =
1
3
(r3j+1/2 − r3j−1/2)

= (cos θj−1/2 − cos θj+1/2)
= (φj+1/2 − φj−1/2) (8)

for updates in the (r, θ, φ) direction, respectively.
The momentum and energy conservation equations can be finite differenced as:

un+1
j = unj +

∆t
∆mj

(p̄j−1/2 − p̄j+1/2)
(Aj+1/2 +Aj−1/2)

2
+

∆t
2

(anj + an+1
j )

En+1
j = Enj +

∆t
∆mj

(Aj−1/2ūj−1/2p̄j−1/2 −Aj+1/2ūj+1/2p̄j+1/2)

+
∆t
2

(unj a
n
j + un+1

j an+1
j ), (9)

where the change in the cross-sectional area of a zone is given by

Aj+1/2 =
(rn+1
j+1/2)

3 − (rnj+1/2)
3

3(rn+1
j+1/2 − rnj+1/2)

=
cos θnj+1/2 − cos θn+1

j+1/2

(θn+1
j+1/2 − θnj+1/2)

= 1 (10)
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for the three different directions. Note that the components of momentum transverse to
the update direction do not change during the 1D Lagrangian update.

The variables̄u and p̄ are the time-averaged values of the velocity and pressure
at the (Lagrangian) zone interfaces. The approach of Godunov’s method is to obtain
these time-averaged quantities by approximating the flow at each zone interface during
each timestep with a Riemann shock tube problem. At the beginning of the timestep
the zone interface is modelled as a discontinuity separating two uniform states given
by the zone averages on the left and right side of the zone interface, e.g,uj+1/2,L is
the zone average of the velocity in zonej serving as the left state for the interface at
xj+1/2 anduj+1/2,R is the zone average of the velocity in zonej + 1 serving as the
right state for the same interface.

The constructed Riemann problem at each zone interface (j+1/2) is then given by

p̄− pL
WL

+ (ū− uL) = 0, W 2
L = (γpLρL)

(
1 +

γ + 1
2γ

(
p̄

pL
− 1)

)
p̄− pL
WR

+ (ū− uR) = 0, W 2
R = (γpRρR)

(
1 +

γ + 1
2γ

(
p̄

pR
− 1)

)
(11)

which is solved to find the time-averaged value of the velocity and pressure at this
zone interface,̄u andp̄. The solution of this Riemann problem typically requires some
kind of iterative procedure, as described in van Leer (1979) and in Woodward (1986).
CHIMERA uses a Newton iteration with a tolerance of10−4 (i.e., if p̄ changes by less
than this fraction the iteration stops) and a maximum of 8 iterations. In the absence of
shocksp̄ is simply the average ofpL andpR and only one iteration is required.

PPM improves upon this method by using more accurate guesses for the input states
to the Riemann problem (the values on either side of the interface). The first step in
this approach is to construct a quadratic piecewise continuous interpolation of each
fluid variable in each zone. Ifa is the fluid variable andξ is the fractional distance
within a zone,

ξ =
x− xj−1/2

xj+1/2 − xj−1/2
(12)

the interpolation process amounts to calculating the 3 coefficients in the parabolic fit
given by

a(ξ) = a0 + ξ(∆a+ a6(1− ξ)). (13)

We follow the algorithm of [44] in calculating these coefficients including the applica-
tion of 3 separate monotinicity constraints on the interpolation parabolae. In the case
of uniform zone spacing and no required monotinicity constraints one arrives at the
following definitions:

a0,j =
7
12

(aj + aj+1)−
1
12

(aj+2 + aj−1),
∆aj = a0,j+1 − a0,j ,

a6,j = 6(aj −
1
2
(a0,j + a0,j+1). (14)

The Riemann input states are taken to be the average of these parabolic interpola-
tions over that part of the zone that can reach the zone interface by a sound wave in a
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time ∆t, i.e., the characteristic domain of dependence,xj+1/2 ± cs∆t. The left and
right input states for variablea at zone interfacej + 1/2 are then

aL = a0,j+1 − ξ/2 (∆aj − (1− 2ξ/3)a6,j)
aR = a0,j+1 + ξ/2 (∆aj+1 + (1− 2ξ/3)a6,j+1) , (15)

whereξ = cs∆t/∆x. These input states for density, velocity and pressure are then
modified to account for local accelerations (both real and ficticious grid forces) before
iterating on the Riemann solution to find̄p andū.

Once the Lagrangian hydrodynamic equations have been differenced to obtain the
values ofρ, u, andE at t + ∆t, the conserved fluid variables (mass, momentum, and
total energy) can be instantaneously remapped from the Lagrangian coordinate system
to the stationary Eulerian grid. This remap step uses the same quadratic interpolation
method that was used in the hydrodynamics step, including the use of ’flattening’ the
parabolic fits in regions of local extrema to suppress numerical oscillations. This remap
process begins by constructing new piecewise parabolic interpolations for density, the
three velocity components and total energy on the updated Lagrangian grid (xn+1

j ).
The amount of mass to be remapped from Lagrangian zonej to Eulerian zonej+1 (if
ūj+1/2 > 0) is found by integrating the interpolation function in zonej from xnj+1/2

to xn+1
j+1/2:

dmj+1/2 = (ρ0,j+1 − ξ/2(∆ρj − (1− 2ξ/3)ρ6,j)) dVj+1/2, (16)

whereξ = (xn+1
j+1/2 − xnj+1/2)/(x

n+1
j+1/2 − xn+1

j−1/2) is the fractional distance the La-
grangian zone interface has moved and

dVj+1/2 =
(
(rn+1
j+1/2)

3 − (rnj+1/2)
3
)
/3

= R(cos θnj+1/2 − cos θn+1
j+1/2)

= R(φn+1
j+1/2 − φnj+1/2) (17)

is the volume of the subshell between the updated Lagrangian zone interface and the
original Eulerian zone interface for updates in each of the three coordinate directions.
HereR is the fixed radius during updates in theθ andφ directions.

If, instead,ūj+1/2 < 0 then the mass to be remapped from zonej + 1 to j is

dmj+1/2 = (ρ0,j+1 + ξ/2(∆ρj+1 + (1− 2ξ/3)ρ6,j+1)) dVj+1/2, (18)

with ξ = (xnj+1/2 − xn+1
j+1/2)/(x

n+1
j+1/2 − xn+1

j−1/2). The amount of momentum to be
remapped is found by integrating the velocity interpolation and multiplying by the
mass in the subshell.

dmuj+1/2 = dmj+1/2 (u0,j+1 − ξ/2(∆uj − (1− 2ξ/3)u6,j)) , ūj+1/2 > 0
dmuj+1/2 = dmj+1/2 (u0,j+1 + ξ/2(∆uj+1 + (1− 2ξ/3)u6,j+1)) , ūj+1/2 < 0.(19)

The final step of the remap process is to find the mass in the evolved Lagrangian
zone (which is the same mass as in the unevolved Eulerian zone) and the new mass in
the updated Eulerian zone:

ML,j = ρnj V olj
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ME,j = ML,j + dmj−1/2 − dmj+1/2, (20)

whereV olj retains the previous definition for the volume of Eulerian zonej. The
velocity on the Eulerian grid is then updated by remapping momentum:

un+1
j = (unjML,j + dmuj+1/2 − dmuj−1/2)/ME,j . (21)

This same process is done for all 3 components of the moment and for the to-
tal energy. In order to improve the conservation of internal energy in situations that
should remain strictly isentropic, we instead apply this remap procedure to the internal
energy and reconstruct the total energy from its remapped components (rather than con-
structing internal energy by taking the remapped total energy and subtracting the other
components). In the vicinity of a shock, however, the total energy must be remapped
in order to arrive at the correct Rankine-Hugoniot shock jump conditions.

In this standard approach of treating gravitational acceleration as an external source
term, one finds that the total energy of the star - including self-gravity - is not strictly
conserved. We can significantly reduce this problem if instead we redefine the total
energy to include the gravitational contribution as well as the kinetic and internal ener-
gies. To address similar issues, it has long been standard practice in stellar physics to
include the gravitational energy in the evolved ”total” energy [93, 42, 87, 51], moving
the effects of gravity to the left-hand side of the conservation equation. This is straight-
forward in these spherically symmetric and frequently Lagrangian formulations, with
the conservation equation taking the form

∂t(ρ(E −GM(r)/r)) +∇ · (ρEu−GM(r)/r + pu) = 0. (22)

whereG is Newton’s constant andM(r) is the mass enclosed within radius r of the cen-
ter of the star. This is a homogeneous conservative equation for a globally conserved
energy,E′ = E −GM(r)/r. This re-formulation of the energy equation is made pos-
sible by the fact that spherical symmetry makes changes in the gravitational potential
“local”, due either to radial movement of the Langrangian mass element or mass flow
through an Eulerian boundary. This is not true in the general multi-dimensional case.

If, for the general multidimensional case we define a total energyE′ = E + Φ, the
energy conservation equation becomes,

∂t(ρE) +∇ · (ρEu + pu) = ∂tΦ. (23)

This leaves only the (hopefully) more slowly varying changes in the global potential
to be accounted for as a source term. To implement this approach we do not include
gravitational acceleration in the total energy (E′) evolution during the 1D PPMLR
update, but we do include it in the velocity update. This updated total energy is then
conservatively remapped for each directional update, after which the total energy is
updated by finite-differencing the source term,∂tΦ.

Our implementation of this 3D hydrodynamics module on platforms reaching tens
of thousands of processors maintains scalability by keeping the basic unit, the 1D
PPMLR update, local to each processor. This is accomplished by usingM×N proces-
sors to break up two of the three spatial dimensions, leaving one dimension (lets start
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with r) local to each processor. We then useM subcommunicators to transpose the
data (using MPIALLTOALL) such that the radial coordinate is now sliced up intoM
domains but the entire domain of the polar coordinate is now local to each processor.
At this point the PPMLR update can be done for theθ direction with no communica-
tion. After a transpose back to the original data layout, we useN subcommunicators
to transpose the data such that the radial coordinate is sliced up intoN domains but the
azimuthal coordinate is now local.

0.8.2 Solving the Poisson Equation

The use of a spherical grid to facilitate the neutrino transport calculations leads us to the
algorithm of Muller and Steinmetz (1995) for solving Poisson’s equation in spherical
coordinates. Their approach begins with the integral form of Poisson’s equation,

Φ(x) = −G
∫

ρ(x′)
|x− x′|

d3x′, (24)

and expands the integrand in terms of spherical harmonics,Ylm(θ, φ). In the end this
approach will have the distinct advantage of requiring only a single global sum across
processors. Furthermore, the computational work per zone scales only asNr(L+ 1)2,
whereNr is the number of zones in the radial direction andL is the order of the
highest spherical harmonics used in the expansion of the above integral. As a result,
this algorithm is both efficient and highly scalable.

The details of this algorithm are carefully described by Muller and Steinmetz (1995),
so we only briefly describe the method here. We begin by expanding the Poisson inte-
gral in spherical harmonics:

Φ(r, θ, φ) = −G
∞∑
l=0

4π
2l + 1

l∑
m=−l

Ylm(θ, φ)
∫

4π

dΩ′Ylm(θ′, φ′)(
1
rl+1

∫ r

0

dr′ r′
l+2

ρ(r′, θ′, φ′) + rl
∫ ∞

r

dr′ r′
1−l

ρ(r′, θ′, φ′)
)
.(25)

One then need only calculate the local zone integrals

Almijk =
∫ φk

φk−1

∫ θj

θj−1

sin θ dθ dφY ∗lm(θ, φ)
∫ ri

ri−1

dr rl+2ρ(r, θ, φ)

Blmijk =
∫ φk

φk−1

∫ θj

θj−1

sin θ dθ dφY ∗lm(θ, φ)
∫ ri

ri−1

dr r1−lρ(r, θ, φ), (26)

and sum them over the 3D spherical grid

Clmn =
n∑
i=1

Nθ∑
j=1

Nφ∑
k=1

Almi,j,k

Dlm
n =

Nr∑
i=n+1

Nθ∑
j=1

Nφ∑
k=1

Blmi,j,k. (27)
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The potential at any grid point (n, o, p) can then be generated by a sum of the spherical
harmonics weighted by these coefficients:

Φnop = −G
∞∑
l=0

4π
2l + 1

[
1
rl+1
n

l∑
m=−l

Clmn Ylm(θo, φp)

rln

l∑
m=−l

Dlm
n Ylm(θo, φp)

]
. (28)

In practice one assumes the density is a slowly varying function of(θ, φ), such
that the angular zone integrals in eqn. (3) can be pre-computed once assuming a con-
stant density within each zone. The first step in this algorithm is thus to numerically
compute, for eachj andk, the angular weights

almjk =
∫ φk

φk−1

e−imφdφ

∫ θj

θj−1

Plm(θ) sin θ dθ (29)

The integral overφ is done analytically, but the integral overθ is done numerically.
Beer and Podsiadlowski (2002) assume a locally linear density profile in computing
the radial integral in eqn. (3), while Muller and Steinmetz (1995) assume a constant
density within the zone such that the integral can be solved analytically. We follow the
latter approach. In this case

To make this calculation ofΦ more efficient we rearrange the order of these sum-
mations as suggested by Muller and Steinmetz (1995). We begin by computing the
weighted moments for eachl andm at each radial zonei:

blmi =
Nθ∑
j=1

Nφ∑
k=1

almj,kρijk (30)

It is only this summation that requires any global communication given our domain
decomposition into 1D radial rays.

We then build the inner and outer sums over radius corresponding to eqn. (4),
incorporating the radial integrals of eqn. (3) and the radial coefficients of eqn. (5).

clmi = clmi−1

(
ri−1/2

ri+1/2

)l+1

+
blmi
l + 3

(
r2i+1/2 − r2i−1/2

(
ri−1/2

ri+1/2

)l+1
)

dlmi−1 = dlmi

(
ri−1/2

ri+1/2

)l
+

blmi
2− l

(
r2i+1/2

(
ri−1/2

ri+1/2

)l
− r2i−1/2

)
(31)

Finally, we compute the potential by adding all the moments together.

Φnop = −G
lmax∑
l=0

l∑
m=−l

Ylm(θo, φp)(clmn + dlmn−1) (32)

where the sum overm < 0 is accounted for by doubling the corresponding positive
term and dropping the imaginary component.

Both authors report maximum errors of order 1% in the computed potential of an
oblate spheroid, and find no significant improvement beyondl = 14.
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0.9 CHIMERA’s Transport Module

0.9.1 Overview

Neutrino transport is implementing inCHIMERA by means of a “ray-by-ray-plus” ap-
proximation [30] for neutrino transport whereby the lateral effects of neutrinos such
as lateral pressure gradients (in optically thick conditions), neutrino advection, and ve-
locity corrections are taken into account, but transport is performed only in the radial
direction. Transport is computed by means of multigroup flux-limited diffusion with
a flux limiter that has been tuned to reproduce Boltzmann transport results to within a
few percent [94]. All O(v/c) observer corrections have been included. The transport
solver is fully implicit and solves for four neutrino flavors simultaneously (i.e.,νe’s,
ν̄e’s, νµ’s andντ ’s (collectivelyνx’s), andν̄µ’s andν̄τ ’s (collectively ν̄x’s)), allowing
for neutrino-neutrino scattering and pair-exchange, and differentν andν̄ opacities. The
PPM technology has been directly applied to both the spatial and energy advection of
neutrinos in both the radial and lateral directions.

Below we derive the fully general relativistic 1DMGFLD equations which we solve
along each radial ray.. These can be solved in a number of levels of GR approximations,
depending on how the metric functions,a, andb (see below) are computed. For a purely
Newtonian calculations both of these metric parameters are set to unity. Up to now we
have implemented a approximation suggested by [98] in whicha is approximated by a
suitable gravitational potential andb is left equal to unity.

0.9.2 Neutrino Boltzmann Equation

The general form of the radiation Boltzmann equation for spherically symmetric space-
times with momentum components measured in an orthonormal frame comoving with
the matter has been given by [96, 37, 110, 108, 10]. We follow [96] and [108] and
begin with the Boltzmann equation written in an arbitrary coordinate basis

∂fi(x, p)
∂xα

dxα

dλ
+
∂fi(x, p)
∂pβ

dpβ

dλ
=
(
d

dλ
fi(x, p)

)
sources

. (33)

Herepβ is the particle four-momentum defined by

pβ =
dxβ

dλ
(34)

whereλ is the affine path length. The invariant distribution function,fi, is defined such
that

dNi =
1
h3
fi(x, p)(p · n)dV dP (35)

wheredNi is the number of neutrinos of flavori in the coordinate invariant volume
elementsdV anddP , defined by

dV =
√
−gελαβγnλd1x

αd2x
βd3x

γ (36)
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wheren is a unit timelike vector (orthogonal to the volume element by construction),
g is the determinant of the metric,ελαβγ is the Levi-Civita unit antisymmetric symbol
(ε0123 = +1), and

dP =
√
−gεijk

d1p
id2p

jd3p
k

−p0
. (37)

We assume that the neutrinos follow null geodesics in between localized interactions,
so that

dpα

dλ
= −

{
α
β γ

}
pβpγ , (38)

where

{
α
β γ

}
is the Christoffel symbol of the second kind. (This Christoffel symbol

is sometimes denoted byΓαβγ , but we will use the latter symbol to denote the Ricci
rotation coefficients, which are the connection coefficients for the case in which the
vector basis is chosen to be an orthonormal basis rather than a coordinate basis.) Using
equations (34) and (38), equation (33) can be rewritten as

pα
[
∂fi
∂xα

−
{

β
α γ

}
pγ
∂fi
∂pβ

]
=
(
d

dλ
fi(x, p)

)
sources

. (39)

The localized interactions are described by the term on the right-hand side of equation
(39).

We now specialize to an orthogonal spherical polar coordinate basis (et, eξ, eθ, eφ)
with a “synchronous” metric given by

ds2 = gαβdx
αdxβ

= a2

(
x0

c
, x1

)
(dx0)2 − b2

(
x0

c
, x1

)
(dx1)2 −R2

(
x0

c
, x1

)[
(dx2)2 + sin2 θ(dx3)2

]
= a(t, ξ)2c2dt2 − b(t, ξ)2dξ2 −R(t, ξ)2

(
dθ2 + sin2 θdφ2

)
, (40)

whereR is the areal radius (2-spherearea = 4πR2), a = a(t, ξ) is the lapse function,
andb = b(t, ξ) will be chosen below such that the radial coordinateξ is a Lagrangian
coordinate equal to the enclosed rest mass.

To tie the radial coordinateξ to the comoving frame, i.e., make it a Lagrangian
variable, we use the condition that in the comoving frame

uν ≡ dxν

dτ
≡ c

dxν

ds
= [u0, 0, 0, 0]. (41)

wheredτ = adt. It follows from this and the form of the metric given by equation (40)
that

u0 =
c

a
(42)
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Now let ρ = ρ(t, ξ) be the proper rest mass density. We will assume that rest mass is
not created or destroyed so thatρ satisfies the local conservation condition

0 = (ρuν);ν =
1
√
g

∂

∂xν
(
√
gρuν) (43)

Use of condition (43) along with equations (40) and (42) gives

∂

∂t

(
bR2ρ

)
= 0 (44)

or (
bR2ρ

)
= fi(ξ) (45)

wherefi(ξ) is an arbitrary function ofξ. Observing that a spherical shell of thickness
dξ has proper volumedV = 4πR2 b dξ, the massdm enclosed by the shell is given by
dm = 4πR2ρ b dξ. We choosefi(ξ) = 1

4π so that equation (45) gives

b =
1

4πR2ρ
. (46)

and therefore

dξ = dm. (47)

This fixes the Lagrangian radial coordinate as the enclosed rest mass. Having chosen
the Lagrangian radial coordinate thus, we will hereafter denote it bym rather than by
ξ.

With unit vectorn oriented so thatn0 = 1/a, ni = 0, thendV as given by equation
(36) can be written

dV = bR2dmdΩ = bR2 dm

dR
dRdΩ =

1
Γ

4πR2dR dΩ, (48)

whereΓ ≡ 1
b
∂R
∂m is given below by equation (126).

The source functions are most easily evaluated if the components of vectors and
tensors (in particular, the components of the neutrino momenta) are measured in a co-
moving, orthonormal frame. We choose the orthonormal basis vectors (et̂, em̂, eθ̂, eφ̂)
to be parallel to the coordinate basis, but rescaled such that(eâ)ν(eb̂)ν = ηâb̂, where
ηâb̂ = diag(1,−1,−1,−1) is the Minkowski metric, while(eα)ν(eβ)ν = gαβ . Here
we use the convention, when needed to avoid ambiguity, that labels of basis vectors
and indices in the orthonormal frame are denoted by lower case Latin letters adorned
with a hat while labels of basis vectors and indices in the coordinate basis are denoted
by lower case Greek letters. The transformation coefficients,εαâ andεâα, relating the
two bases are defined by

eâ = εαâeα eα = εâαeâ. (49)
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In our case we haveε0̂0 = (ε0
0̂
)−1 = c a(t,m), ε1̂1 = (ε1

1̂
)−1 = b(t,m), ε2̂2 =

(ε2
2̂
)−1 = R, andε3̂3 = (ε3

3̂
)−1 = R sin θ, with all others being zero. In the or-

thonormal basis, the Boltzmann equation becomes

pâ

[
∂fi
∂xâ

− Γb̂
âĉp

ĉ ∂fi

∂pb̂

]
=
(
d

dλ
fi(x, p)

)
sources

, (50)

whereΓb̂
âĉ are the Ricci rotation coefficients defined by

Γb̂
âĉ ≡ εαâε

b̂
βε
β
ĉ;α = εαâε

b̂
β

[
∂ αε

β
ĉ +

{
β

α γ

}
εγĉ

]
. (51)

The metric (40) gives rise to the following nonzero Christoffel symbols:{
0

0 0

}
=
a,t
a
,

{
0

0 1

}
=
{

0
1 0

}
=
a,m
a

(52)

{
0

1 1

}
=

bb,t
c2a2

,

{
0

2 2

}
=
RR,t
c2a2

,

{
0

3 3

}
=
RR,t sin2 θ

c2a2
(53)

{
1

0 0

}
=
c2aa,m
b2

,

{
1

1 1

}
=
b,m
b
,

{
1

2 2

}
= −RR,m

b2
,

{
1

3 3

}
= −RR,m sin2 θ

b2

(54)

{
1

1 0

}
=
{

1
0 1

}
=
b,t
b
,

{
2

2 0

}
=
{

2
0 2

}
=
{

3
3 0

}
=
{

3
0 3

}
=
R,t
R
(55){

2
1 2

}
=
{

2
2 1

}
=
{

3
1 3

}
=
{

3
3 1

}
=
R,m
R

(56)

{
2

3 3

}
= − sin θ cos θ,

{
3

2 3

}
=
{

3
3 2

}
= cot θ (57)

wherex,t ≡
(
∂x
∂t

)
m

andx,m ≡
(
∂x
∂m

)
t
for any variablex. Using the expressions for the

εâα’s given below equation (49) and equations (52) - (57) for the Christoffel symbols,
we find that the nonzero Ricci rotation coefficients (i.e., connection coefficients in our
orthormal basis) are

Γ0̂
0̂1̂

= Γ1̂
0̂0̂

=
a,m
ab

(58)

Γ0̂
1̂1̂

= Γ1̂
1̂0̂

=
1
ac

b,t
b

(59)

Γ0̂
2̂2̂

= Γ0̂
3̂3̂

= Γ2̂
2̂0̂

= Γ3̂
3̂0̂

=
1
ac

R,t
R

(60)
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Γ2̂
2̂1̂

= Γ3̂
3̂1̂

= −Γ1̂
2̂2̂

= −Γ1̂
3̂3̂

=
1
b

R,m
R

(61)

Γ3̂
3̂2̂

= −Γ2̂
3̂3̂

=
cot θ
R

(62)

The componentspâ of the neutrino four-momentum are taken with respect to the
comoving orthonormal basis (et̂, em̂, eθ̂, eφ̂) and are given by

(p0̂, p1̂, p2̂, p3̂) ≡ (p0̂, p̄) =
1
c

[
ε, εµ, ε

√
1− µ2 cosφp, ε

√
1− µ2 sinφp

]
(63)

where the quantitiesε, µ, andφp are measured by an observer comoving with the fluid,
ε = cp0̂ = cpαuα being the neutrino energy,µ = cos θp the cosine of the angle of
p̄ relative to the radial directionem̂, andφp the azimuthal angle measured fromeθ̂.
We take thep1̂, p2̂, andp3̂ components as independent components, withp0̂ being a
function of these through the mass shell relationpâp

â = 0. The invariant distribution
function is therefore a function of thepî but not explicitly ofp0̂. The sum over̂b in
equation (50), consequently, runs from fromb̂ = 1 to b̂ = 3. It follows from equations
(62) that

∂

∂p1̂
= cµ

∂

∂ε
+
c(1− µ2)

ε

∂

∂µ
, (64)

∂

∂p2̂
= c(1− µ2)1/2 cos(φp)

(
∂

∂ε
− µ

ε

∂

∂µ

)
, (65)

∂

∂p3̂
= c(1− µ2)1/2 sin(φp)

(
∂

∂ε
− µ

ε

∂

∂µ

)
. (66)

Using equations (58) – (66) in equation (50), we obtain the general relativistic neutrino
Boltzmann equation for the metric (40)

ε

c

{
1
c

(
∂fi
∂τ

)
m,ε,µ

+
µ

b

(
∂fi
∂m

)
t,ε,µ

− ε
c

[
a,mc

ab
µ+

b,τ
b
µ2 +

R,τ
R

(1− µ2)
](

∂fi
∂ε

)
t,m,µ

+
[
µ

(
1
c

R,τ
R

− b,τ
cb

)
− a,m

ab
+

1
b

R,m
R

]
(1− µ2)

(
∂fi
∂µ

)
t,m,ε

}

=
(
d

dλ
fi(x, p)

)
sources

≡ RHS. (67)

where we have setdτ = adt, and used the notationxτ ≡ ∂x
∂τ . [Here care us required

with this notation. For example,xτm is not a mixed partial in the strict sense, since
derivatives are taken with respect to constantt, notτ . In particular,xτm 6= xmτ .]
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0.9.3 Neutrino Boltzmann Equation in Terms of Independent Vari-
ables(t,m, aε, µ)

The moment equations derived from equation (67) can be numerically solved more ac-
curately if we switch from independent variables(t,m, ε, µ) to independent variables
(t,m, aε, µ). With this variable transformation, and withfi(t,m, µ, ε) → fi(t,m, µ, aε),
the neutrino Boltzmann equation takes the form

ε

c

{
1
c

(
∂fi
∂τ

)
m,aε,µ

+
µ

b

(
∂fi
∂m

)
t,aε,µ

−1
c

[
−a,τ
a

+
b,τ
b
µ2 +

R,τ
R

(1− µ2)
]
aε

(
∂fi
∂(aε)

)
t,m,µ

+
[
µ

(
1
c

R,τ
R

− b,τ
cb

)
− a,m

ab
+

1
b

R,m
R

]
(1− µ2)

(
∂fi
∂µ

)
t,m,aε

}

=
(
d

dλ
fi(x, p)

)
sources

≡ RHS. (68)

The benefit of this transformation is that the radial derivative ofa in the factor mul-
tiplying the energy derivative offi in equation (67) has been transformed into a time
derivative. Thus all terms in the coefficient multiplying the energy derivative offi in
the transformed equation (68) contain terms involving only time derivatives, and this
coefficient therefore vanishes for a static spacetime. The consequence of this is that
for a static spacetime there will be no flow of neutrinos through the neutrino energy
grid (e.g., due to gravitational redshifting) if the grid energies,εk (see Appendix B
for our grid indexing conventions), are chosen to be functions oft andm such that
a(t,m)ε(t,m)k = constant. If the lapse functiona(t,m) is normalized to unity very
far from the star, then this choice of grid energies can be written

a(t,m)ε(t,m)k(t,m) = εk ∞ (69)

where theεk ∞’s are the grid energy very far from the star. For the nonstatic spacetimes
encountered during the shock reheating epoch of a core collapse supernova, the term
a,mc
ab multiplying

(
∂fi
∂(ε)

)
t,m,µ

in the original equation (67) is typically two orders of

magnitude larger than the terma,ta that replaces it in equation (68). During the shock
reheating epoch, therefore, the flow of neutrinos through the energy grid in equation
(68) will be at a much smaller rate than in the original equation (67) and consequently
far easier to handle numerically. Futhermore, we will show below that on differenc-
ing equation (68) the contribution of the energy derivative term can be conveniently
operator split from the other terms and treated separately.

0.9.4 Moment Equations

To derive equations satisfied by angular moments of the distribution function, we in-
troduce the following comoving variables. Define the comovingnth angular moment
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ψ
(n)
i of the invariant distribution function by

ψ
(n)
i (t,m, aε) ≡ 1

4π

∫
µndΩfi(t,m, µ, aε) =

1
2

∫ 1

−1

µndµfi(t,m, µ, aε), (70)

and define the corresponding comovingnth angular momentRHS(n) of the source
termsRHS by

RHS(n) ≡ 1
4π

∫
µndΩ RHS =

1
2

∫ 1

−1

µndµRHS, (71)

Now, operating on the transport equation (68) by1
2

∫ 1

−1
dµ and 1

2

∫ 1

−1
µdµ and using

equations (70) and (71), we obtain, respectively, the following equations for the evolu-
tion of the zeroth and first comoving angular moments

ε

c

1
c

(
∂ψ

(0)
i

∂τ

)
m,aε

+
1
b

(
∂ψ

(1)
i

∂m

)
t,aε

+
1
c
aε

a,τ
a

(
∂ψ

(0)
i

∂(aε)

)
t,m

− b,τ
b

(
∂ψ

(2)
i

∂(aε)

)
t,m

− R,τ
R

(
∂

∂(aε)

)
t,m

(
ψ

(0)
i − ψ

(2)
i

)
−
(

1
c

R,τ
r
− b,τ
cb

)(
ψ

(0)
i − 3ψ(2)

i

)
+
(
−a,m
ab

+
1
b

R,m
R

)
2ψ(1)

i

}
= RHS(0) (72)

and

ε

c

1
c

(
∂ψ

(1)
i

∂τ

)
m,aε

+
1
b

(
∂ψ

(2)
i

∂m

)
t,aε

+
1
c
aε

a,τ
a

(
∂ψ

(1)
i

∂(aε)

)
t,m

− b,τ
b

(
∂ψ

(3)
i

∂(aε)

)
t,m

− R,τ
R

(
∂

∂(aε)

)
t,m

(
ψ

(1)
i − ψ

(3)
i

)
−
(

1
c

R,τ
R

− b,τ
cb

)(
2ψ(1)

i − 4ψ(3)
i

)
−
(
−a,m
ab

+
1
b

R,m
R

)
(ψ(0)
i − 3ψ(2)

i )
}

= RHS(1) (73)

In order to derive the Einstein equations below, we will need the radiation stress-
energy tensor,T . To construct the covariant radiation stress-energy tensor, we begin
with its definition (e.g., see Mihalas & Mihalas 1984)

T αβ =
c2

h3

∫ ∑
i

fip
αpβ

d3p

cp0
. (74)
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where the sum overi is a sum over all neutrino types. In the local comoving orthonor-
mal frame, the components of the stress-energy tensor become

T âb̂ =
c2

(hc)3

∫ ∑
i

fip
âpb̂εdεdΩ. (75)

Using equation (62) forpâ andpb̂ in equation (74), and noting that the local neutrino
energy density,Eν , flux, Fν , and pressure,Pν , are given by

Eν =
1

(hc)3

∫ ∑
i

fiε
3dεdΩ =

4π
(hc)3

∫ ∑
i

ψ
(0)
i ε3dε, (76)

Fν =
c

(hc)3

∫ ∑
i

fiε
3dεµdΩ =

4πc
(hc)3

∫ ∑
i

ψ
(1)
i ε3dε, (77)

and

Pν =
1

(hc)3

∫ ∑
i

fiε
3dεµ2dΩ =

4π
(hc)3

∫ ∑
i

ψ
(2)
i ε3dε, (78)

the components ofT given by equation (75), transformed back to the coordinate basis,
can be written

T β
α =


Eν

a
bFν 0 0

− b
ca2Fν −Pν 0 0
0 0 − 1

2 (Eν − Pν) 0
0 0 0 − 1

2 (Eν − Pν)

 (79)

We will use these below in deriving the Einstein equations.

0.9.5 Flux-Limiting

The two radiation moment equations (72) and (73) contain the three unknown radia-
tion momentsψ(0)

i , ψ(1)
i , andψ(2)

i , and an additional equation must therefore be sup-
plied for closure. A practicable and robust method for accomplishing this which pre-
serves causality in optically thin regions is flux-limiting. Our approach here in deriving
the flux-limiting diffusion equations is noncovariant (but applicable to our chosen La-
grangian frame) and follows in outline the method of Levermore (1984).

Defineη(i)
i , i ≥ 1 by

ψ
(i)
i = η

(i)
i ψ

(0)
i , (80)

Substituting equations (80) in equations (72) and (73), gives
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1
ac

(∂ψ(0)
i

∂t

)
m,aε

+
a,t
a
aε

(
∂ψ

(0)
i

∂(aε)

)
t,m

+
1
b

(
∂ψ

(0)
i

∂m

)
t,aε

η
(1)
i +

1
b

(
∂η

(1)
i

∂m

)
t,aε

ψ
(0)
i

− ε
c

b,t
b

(
∂η

(2)
i

∂(aε)

)
t,m

ψ
(0)
i +

b,t
b

(
∂ψ

(0)
i

∂(aε)

)
t,m

η
(2)
i

+
R,t
R

∂
(
η
(0)
i − η

(2)
i

)
∂(aε)


t,m

ψ
(0)
i +

R,t
R

(
∂ψ

(0)
i

∂(aε)

)
t,m

(
η
(0)
i − η

(2)
i

)
−
(

1
ac

R,t
R

− b,t
acb

)(
η
(0)
i − 3η(2)

i

)
ψ

(0)
i +

(
−a,m
ab

+
1
b

R,m
R

)
2η(1)
i ψ

(0)
i

=
c

ε
RHS(0), (81)

and

1
ac

(∂η(1)
i

∂t

)
m,aε

ψ
(0)
i +

(
∂ψ

(0)
i

∂t

)
m,aε

η
(1)
i +

a,t
a
aε

(
∂η

(1)
i

∂(aε)

)
t,m

ψ
(0)
i

+
a,t
a
aε

(
∂ψ

(0)
i

∂(aε)

)
t,m

η
(1)
i

+
1
b

(
∂η

(2)
i

∂m

)
t,aε

ψ
(0)
i +

1
b

(
∂ψ

(0)
i

∂m

)
t,aε

η
(2)
i

− ε
c

b,t
b

(
∂ψ

(0)
i

∂(aε)

)
t,m

η
(3)
i +

b,t
b

(
∂η

(3)
i

∂(aε)

)
t,m

ψ
(0)
i

+
R,t
R

∂
(
η
(1)
i − η

(3)
i

)
∂(aε)


t,m

ψ
(0)
i +

R,t
R

(
∂ψ

(0)
i

∂(aε)

)
t,m

(
η
(1)
i − η

(3)
i

)
−
(

1
ac

R,t
R

− b,t
acb

)(
2η(1)
i − 4η(3)

i

)
ψ

(0)
i −

(
−a,m
ab

+
1
b

R,m
R

)
(1− 3η(2)

i )ψ(0)
i

=
c

ε
RHS(1). (82)

Solving equation (81) for1ac

(
∂ψ

(0)
i

∂t

)
r,aε

, substituting the result into equation (82) and

factoring outψ(0)
i gives
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−η(1)
i

b

(
∂η

(1)
i

∂m

)
t,aε

+ η
(1)
i

ε

c

b,t
b

(
∂η

(2)
i

∂(aε)

)
t,m

+ η
(1)
i

ε

c

R,t
R

∂
(
η
(0)
i − η

(2)
i

)
∂(aε)


t,m

+
(

1
ac

R,t
R

− b,t
acb

)
η
(1)
i

(
η
(0)
i − 3η(2)

i

)
−
(
−a,m
ab

+
1
b

R,m
R

)
2(η(1)

i )2 +
1
ac

(
∂η

(1)
i

∂t

)
m,aε

+
1
ac

a,t
a
aε

(
∂η

(1)
i

∂(aε)

)
t,m

+
1
b

(
∂η

(2)
i

∂m

)
t,aε

− ε

c

b,t
b

(
∂η

(3)
i

∂(aε)

)
t,m

− ε

c

R,t
R

∂
(
η
(1)
i − η

(3)
i

)
∂(aε)


t,m

−
(

1
ac

R,t
R

− b,t
acb

)(
2η(1)
i − 4η(3)

i

)
−
(
−a,m
ab

+
1
b

R,m
R

)(
1− 3η(2)

i

)}
ψ

(0)
i

+
1
b

(
∂ψ

(0)
i

∂m

)
t,aε

η
(2)
i − 1

b

(
∂ψ

(0)
i

∂m

)
t,aε

(η(1)
i )2 + η

(1)
i

c

ε
RHS(0)

+
{
b,t
b

(
η
(1)
i η

(2)
i − η

(3)
i

)
+
R,t
R

[
η
(1)
i

(
η
(0)
i − η

(2)
i − 1

)
+ η

(3)
i

]} ε

c

(
∂ψ

(0)
i

∂(aε)

)
t,m

=
c

ε
RHS(1). (83)

Consider the factor multiplyingψ(0)
i in equation (83) in the diffusion and free

streaming limits. In the diffusion limit,

η
(1)
i → 0; η

(2)
i → 1

3
; η

(3)
i → 0, (84)

so that

−η
(1)
i

b

(
∂η

(1)
i

∂m

)
t,aε

+ η
(1)
i

ε

c

b,t
b

(
∂η

(2)
i

∂(aε)

)
t,m

+ η
(1)
i

ε

c

R,t
R

∂
(
η
(0)
i − η

(2)
i

)
∂(aε)


t,m

+
(

1
ac

R,t
R

− b,t
acb

)
η
(1)
i

(
η
(0)
i − 3η(2)

i

)
−
(
−a,m
ab

+
1
b

R,m
R

)
2(η(1)

i )2 +
1
ac

(
∂η

(1)
i

∂t

)
m,aε

+
1
ac

a,t
a
aε

(
∂η

(1)
i

∂(aε)

)
t,m

+
1
b

(
∂η

(2)
i

∂m

)
t,aε

− ε

c

b,t
b

(
∂η

(3)
i

∂(aε)

)
t,m

− ε

c

R,t
R

∂
(
η
(1)
i − η

(3)
i

)
∂(aε)


t,m

−
(

1
ac

R,t
R

− b,t
acb

)(
2η(1)
i − 4η(3)

i

)
−
(
−a,m
ab

+
1
b

R,m
R

)(
1− 3η(2)

i

)
→ 0, (85)

where we have set all the derivatives ofη
(i)
i to zero. In the free streaming limit,

η
(i)
i → 1, (86)
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so that

−η
(1)
i

b

(
∂η

(1)
i

∂m

)
t,aε

+ η
(1)
i

ε

c

b,t
b

(
∂η
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i

∂(aε)

)
t,m

+ η
(1)
i

ε

c

R,t
R

∂
(
η
(0)
i − η

(2)
i

)
∂(aε)


t,m

+
(

1
ac

R,t
R

− b,t
acb

)
η
(1)
i

(
η
(0)
i − 3η(2)

i

)
−
(
−a,m
ab

+
1
b

R,m
R

)
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i )2 +
1
ac

(
∂η

(1)
i

∂t

)
m,aε

+
1
ac

a,t
a
aε

(
∂η

(1)
i

∂(aε)

)
t,m

+
1
b

(
∂η

(2)
i

∂m

)
t,aε

− ε

c

b,t
b

(
∂η

(3)
i

∂(aε)

)
t,m

− ε

c

R,t
R

∂
(
η
(1)
i − η

(3)
i

)
∂(aε)


t,m

−
(

1
ac

R,t
R

− b,t
acb

)(
2η(1)
i − 4η(3)

i

)
−
(
−a,m
ab

+
1
b

R,m
R

)(
1− 3η(2)

i

)
→ 0, (87)

where again we have set all the derivatives ofη
(i)
i to zero. The factor multiplyingψ(0)

i

in equation (83) is thus zero both in the diffusion limit and in the free streaming limit.

This is also true of the factor multiplyingεc

(
∂ψ

(0)
i

∂(aε)

)
t,m

. We make the approximation

that these two factors are zero everywhere. Equation (83) then becomes

c

ε
RHS(0)η

(1)
i +

1
b

[
η
(2)
i − (η(1)

i )2
](∂ψ(0)

i

∂m

)
t,aε

=
c

ε
RHS(1). (88)

Factoring outη(1)
i from RHS(1), i.e.,

RHS(1) = rhs(1)η(1)
i (89)

and using equation (89) in equation (88) gives

c

ε
RHS(0)η

(1)
i +

(
η
(2)
i − (η(1)

i )2
) 1
b

(
∂ψ

(0)
i

∂m

)
t,aε

=
c

ε
rhs(1)η(1)

i . (90)

Solving equation (90) forη(1)
i and multiplying byψ(0)

i , gives the diffusion-like equa-
tion

ψ
(1)
i = ψ

(0)
i η

(1)
i = −

(
η
(2)
i − (η(1)

i )2
)
ψ

(0)
i

c
ε

(
RHS(0) − rhs(1)

) 1
b

(
∂ψ

(0)
i

∂m

)
t,aε

. (91)

We now defineλ(t)
i as

λ
(t)
i =

ψ
(0)
i

c
ε

(
RHS(0) − rhs(1)

) , (92)
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and regard[η(2)
i − (η(1)

i )2] as a free parameter, which we write as

Fi = 3[η(2)
i − (η(1)

i )2]. (93)

Using equations (92) and (93) in equation (91), we get

ψ
(1)
i = η

(1)
i ψ

(0)
i = −λ

(t)
i

3
Fi

1
b

(
∂ψ

(0)
i

∂m

)
t,aε

, (94)

where equation (94) has the form of a diffusion equation andFi is referred to as the
“flux-limiter”. Fi is unity in the diffusion limit, and should tend to zero in such a way
thatψ(1)

i = ψ
(0)
i in the limit of radial free streaming. Equations (72) and (94) for each

energy zone, with a prescription forFi, constitute the GRMGFLD equations. The pre-
scription for the flux-limiterFi will be given below. At the edge of the computational
grid, the interior metric should be joined to a metric appropriate for neutrinos radiating
radially away in a vacuum, i.e., a Vadya metric. However, we include enough of the
mantle of the models in our calculations such thatu of the outer boundary is small and
the exterior metric is essentially flat. We therefore seta andΓ equal to 1 at the outer
boundary with negligible error.

0.9.6 Matter–Neutrino Energy–Momentum Exchange

Our GRMGFLD equations, consisting of equations (72) and (94) for each energy zone,
must be supplemented by equations describing the energy-momentum and lepton ex-
change with the matter. The former is described by the GR hydrodynamics equation,
given by

T βα ;β = Gα (95)

where the left-hand side is the divergence of the energy-momentum tensor of the matter,
andGα is the four-force density, i.e., the neutrino→matter energy-momentum transfer
rate per unit volume. An expression forGα is given by the integral of the product of the
invariant momentum volume element, the neutrino four-momentum, and the invariant
source terms of the transport equation summed over all neutrino flavors

Gα = − c

h3

∫ √
−gd3p

p0
pα
∑
i

RHSi. (96)

That equation (96) is correct can be ascertained by transforming the operator− c
h3

∫ √
−gd3p
p0

pα
∑
i

to the orthonrmal basis and operating on equation (68). The right-hand side equation
(68) then gives the right-hand side of equation (96) in the orthonormal basis, orGâ.
The left-hand side is, apart from transport terms, given by
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− ε
c

c

(hc)3

∫
ε2dεdΩp
ε/c

ε

c

(
1, µ, (1− µ2)1/2 cosφp, (1− µ2)1/2 sinφp

)(∂fi
∂τ

)
m,aε,µ

= − 1
(hc)3

∫
ε2dεdΩp

(
ε, µε, ε(1− µ2)1/2 cosφp, ε(1− µ2)1/2 sinφp

)(∂fi
∂τ

)
m,aε,µ

= − 2π
(hc)3

∫
ε3dεdµ

[
∂

∂τ

∣∣∣∣
m,aε,µ

(fi, µfi, 0, 0)

]

=

[
−
(
∂Eν
∂τ

)
m,aε,µ

,−c
(
∂Pν
∂τ

)
m,aε,µ

, 0, 0

]
(97)

which is the negative of the local rate of change of the neutrino energy–momentum flux
per unit volume, and therefore local energy–momentum transfer rate per unit volume
for the matter as asserted. The four-force density in the orthonormal frame is given by

{Gâ} = − c

(hc)3

∫
ε2dεdΩp
ε/c

ε

c

(
1, µ, (1− µ2)1/2 cosφp, (1− µ2)1/2 sinφp

) ∑
i

RHSi

= − 4πc
(hc)3

∫
ε2dε

(∑
i

RHS(0)
i ,
∑
i

RHS(1)
i , 0, 0

)
(98)

which in the coordinate basis becomes

Gα = − 4πc
(hc)3

∫
ε2dε

(
1
a

∑
i

RHS(0)
i ,

1
b

∑
i

RHS(1)
i , 0, 0

)
(99)

Turning to the left-hand side of equation (95), the matter energy-momentum tensor
is given by the perfect fluid expression

Tαβ = (ρc2 + Em + Pm)
uαuβ

c2
− Pmg

αβ (100)

whereρ, Em, andPm are, respectively, the rest mass density, internal energy density,
and pressure of the matter (all evaluated in the rest frame of the matter).

The energy equation is obtained by projecting equation (95) along the fluid four-
velocity:

uαT βα ;β = uαGα. (101)

Using equation (99) forGα and equations (41) and (42) foruα in the comoving frame,
the right-hand side of equation (101) becomes

uαGα =
4πc2

(hc)3

∫
ε2dε

∑
i

RHS(0)
i (102)
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Using equation (100) forTαβ in the left-hand side of (101), and assuming conservation
of rest mass [(ρuβ);β = 0], we get

uαT βα ;β = Em,βu
β + (Em + pm)uβ;β . (103)

Denoting byem the internal energy per unit rest mass (em = Em/ρ) and usinguβ;β =
−uβρ,β/ρ, equation (103) becomes

uαT βα ;β = ρem,βu
β − pmu

β ρ,β
ρ

=
1
a

∂em
∂t

− cpm

aρ

∂ρ

∂t
. (104)

Equations (102) and (104) in (101) gives us our energy equation

(
∂em
∂τ

)
m

= −pm

∂
(

1
ρ

)
∂τ


m

− 4πc2

(hc)3

∫
ε2dε

∑
i

RHS(0)
i (105)

which says that changes in the matter internal energy arise from work due to local
compression or expansion and from energy exchange with neutrinos.

The other nontrivial equation in (95) is the radial equation

T 1β
;β = G1 (106)

The left-hand side of (106) is straightforwardly evaluated to give

T 1β
;β = T 1β

,β +
{

1
µ β

}
Tµβ +

{
β

µ β

}
T 1µ =

1
b2

(
Pm,m +

a,m
a
ρc2w

)
(107)

where the “relativistic enthalpy”,w, is defined by

w ≡ 1 +
em
c2

+
Pm

ρc2
. (108)

Using equations (107) and (99) in (106) gives us

Pm,m +
a,m
a
ρc2w = − 4πb

(hc)3

∫
ε2dε

∑
i

RHS(1)
i (109)

which relates the spatial gradient ofPm to the gradient of the lapse functiona and
the rate of neutrino-matter momentum exchange. Further elaboration of this equation
requires the Einstein equations, which relate the metric functions to the stress-energy
of the matter and neutrinos. Equation (109), solved fora,m

a , will be regarded as an
equation to be solved fora:

a,m
a

= − 1
ρc2w

pm,m −
1

ρc2w

4πcb
(hc)3

∫
ε2dε

∑
ν

RHS(1). (110)
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0.9.7 Einstein Equations

The Einstein field equations are given by

−8πG
c4

(T µ
ν + T µ

ν ) = R µ
ν − 1

2
g µ
ν R λ

λ (111)

whereR µ
ν is the Ricci tensor, andT µ

ν andT µ
ν are, respectively, the matter and radia-

tion stress-energy tensors given by equations (100) and (79). The nonzero components
of the Ricci tensor are

R00 =
b,tt
b

+ 2
R,tt
R

− aa,mmc
2

b2
+
aa,mb,mc

2

b3
− a,tb,t

ab
− 2

a,tR,t
aR

− 2
aa,mc

2R,m
b2R

,(112)

R11 =
a,mm
a

+ 2
R,mm
R

− bb,tt
a2c2

+
a,tb,tb

a3c2
− 2

b,tbR,t
a2c2R

− b,ma,m
ba

− 2
b,mR,m
bR

,(113)

R01 = 2
R,tm
R

− 2
a,mR,t
aR

− 2
b,tR,m
bR

, (114)

R22 = R33 = −1− R,ttR

a2c2

+
a,tR,tR

a3c2
+
R,mmR

b2
− b,mR,mR

b3
− b,tR,tR

a2bc2
−

R2
,t

a2c2
+
a,mR,mR

ab2
+
R2
,m

b2
,(115)

and the Ricci scalar is given by

R = R κ
κ = gµκRµκ

= 2
b,tt
a2bc2

+ 4
R,tt
a2c2R

− 2
a,mm
ab2

+ 2
a,mb,m
ab3

− 2
a,tb,t
a3bc2

− 4
a,tR,t
a3Rc2

− 4
a,mR,m
ab2R

−4
R,mm
b2R

+ 4
b,tR,t
a2bc2R

+ 4
b,mR,m
b3R

+ 2
R2
,t

a2c2R2
− 2

R2
,m

b2R2
+

2
R2

. (116)

Using equations (112) - (116), (100), and (79) in equation (111), the Einstein equations
are given by(

1
0

) R,τm
R − a,mR,τ

aR − b,τR,m
bR =

4πG
c4

(bFν) (117)(
0
0

)
c2

2

[
R+ RR2

,τ

c2 − RR2
,m

b2

]
,m

= R2R,τ
4πG
c4

(bFν) +R2R,m
4πG
c2

(ρc2 + Em + Eν).(118)(
1
1

)
c2

2

[
R+ RR2

,τ

c2 − RR2
,m

b2

]
,τ

= −4πG
c2

R2R,m
1
b
Fν −

4πG
c2

R2R,τ (Pm + Pν). (119)

where equation (117) has been used to get the forms of equations (118) and (119).
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Defining

Γ =
R,m
b

= 4πR2ρR,m, (120)

u =
R,t
a

= R,τ , (121)

GMg ≡ GMg(t,m) ≡ c2

2

[
R+R

u2

c2
−RΓ2

]
(122)

Equations (118) and 119) can be written

Mg ,m =
[
(ρ+

Em

c2
+
Eν
c2

) +
1
c4
uFν
Γ

]
4πR2R,m (123)

Mg ,τ = −4πR2

c2
[u(Pm + Pν) + ΓFν ] . (124)

Equation (123) integrates to

Mg = Mg(t,m) =
∫ m

0

[
(ρ+

Em

c2
+
Eν
c2

) +
1
c4
uFν
Γ

]
4πR2R,mdm

=
∫ m

0

[
(ρ+

Em

c2
+
Eν
c2

) +
1
c4
uFν
Γ

]
Γ
ρ
dm. (125)

and equation (122) can be solved forΓ to give

Γ =

√
1 +

u2

c2
− 2MgG

Rc2
(126)

The
(

1
1

)
Einstein equations can be used to derive an equation of motion. Expanding

the derivative with respect toτ on the left-hand side, using the
(

1
0

)
equation forRτm,

and using the “momentum” equation (110) fora,m, we get

u,τ = −GMg

R2
− 4πR2 Γ

w
pm,m −

4πG
c2

R(Pm + Pν)−
Γ
ρw

4πc
(hc)3

∫
ε2dε

∑
ν

RHS(1)(127)

Finally, an equation for the change in the density,ρ, can be obtained by solving
the
(

1
0

)
Einstein equation forbτ/b, and expressingbτ/b by use of equation (46). This

gives

(ρR2),τ
ρR2

= − u,m
R,m

+
R

R,m

4πG
c4

(bFν) (128)
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0.9.8 Matter–Neutrino Lepton Number Exchange

The local lepton number density of the matter is given by

ne− − ne+ =
ρ

mB
Ye (129)

wherenp, nB, ne− , andne+ are the proper proton, baryon, electron, and positron
number densities, respectively,Ye is the proton fraction, andmB is the mean baryon
mass. An equation describing the evolution of the matter lepton number is obtained by
equating its four-divergence to its sources in theνe andν̄e fields:(

ρ

mB
Yeu

α

)
;α

= − c

h3

∫ √
−gd3p

p0
(RHSνe − RHSν̄e) (130)

whereRHSνe andRHSν̄e are the source terms for theνe and ν̄e transport equations,
respectively. Assuming rest mass conservation, the left-hand side of equation (130)
becomes (

ρ

mB
Yeu

α

)
;α

=
ρ

mB

1
a

∂Ye

∂t
. (131)

Evaluating the RHS in the orthonormal frame and noting that the only terms which
do not vanish upon integrating over solid angle and neutrino number are emission and
absorption, we get

− c

h3

∫ √
−gd3p

p0
(RHSνe − RHSν̄e) = − c2

(hc)3

∫
εdεdΩ (RHSνe − RHSν̄e)

= − 4πc
(hc)3

∫
ε2dε

[(
jνe(ε)

(
1− ψ(0)

νe (ε)
)
− ψ

(0)
νe (ε)
λνe(ε)

)

−

(
jν̄e(ε)

(
1− ψ

(0)
ν̄e (ε)

)
−
ψ

(0)
ν̄e (ε)
λν̄e(ε)

)]
. (132)

wherejνe(ε) andjν̄e(ε) areνe and ν̄e emisisivities (in inverse mean free paths), and
λνe(ε) andλν̄e(ε) the corresponding absorption mean free paths. Equations (131) and
(132) in (130) gives an equation for the evolution of the matter lepton fraction:

∂Ye

∂t
= − 4πac

(hc)3
mB

ρ

∫
ε2dε

[(
jνe(ε)

(
1− ψ(0)

νe (ε)
)
− ψ

(0)
νe (ε)
λνe(ε)

)

−

(
jν̄e(ε)

(
1− ψ

(0)
ν̄e (ε)

)
−
ψ

(0)
ν̄e (ε)
λν̄e(ε)

)]
(133)
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0.9.9 Summary of Equations

Here we summarize the equations derived in the preceding sections, suppressing the
(t,m) dependence of variables. The MGFLD equations comprise the continuity-like
equation for the zeroth angular moment of the neutrino occupation number [ equation
(72]

ε

c

1
c

(
∂ψ

(0)
i (aε)
∂τ

)
m,aε

+
1
b

(
∂ψ

(1)
i (aε)
∂m

)
t,aε

+
1
c
aε

a,τ
a

(
∂ψ

(0)
i (aε)
∂(aε)

)
t,m

− b,τ
b

(
∂ψ

(2)
i (aε)
∂(aε)

)
t,m

− R,τ
R

(
∂

∂(aε)

)
t,m

(
ψ

(0)
i (aε)− ψ

(2)
i (aε)

)
−
(

1
c

R,τ
r
− b,τ
cb

)(
ψ

(0)
i (aε)− 3ψ(2)

i (aε)
)

+
(
−a,m
ab

+
1
b

R,m
R

)
2ψ(1)

i (aε)
}

= RHS(0) (134)

the diffusion-like equation for first angular moment of the neutrino occupation number
[equation (94)]

ψ
(1)
i (aε) = −λ

(t)
i (aε)

3
Fi(aε)

1
b

(
∂ψ

(0)
i (aε)
∂m

)
t,aε

= −λ
(t)
i (aε)

3
Γ

(
∂ψ

(0)
i (aε)
∂R

)
t,aε

,

(135)
the Eddington closure relation for the second moment, discussed below, needed to close
equation (134)

ψ
(2)
i (aε) = Ei(ψ(0)

i (aε), ψ(1)
i (aε)), (136)

the equations of matter motion including the neutrino–matter momentum exchange
[equations (128), (127), (121), (108), (125)] and neutrino–matter energy exchange
[equation (105)]

(ρR2),τ
ρR2

= − u,m
R,m

+
R

R,m

4πG
c4

(bFν) (137)

u,τ = −GMg

R2
− 4πR2 Γ

w
pm,m −

4πG
c2

R(Pm + Pν)−
Γ
ρw

4πc
(hc)3

∫
ε2dε

∑
i

RHS(1)
i(138)

R,τ = u (139)

w = 1 +
em
c2

+
pm

ρc2
, (140)
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Mg =
∫ m

0

[
(ρ+

Em

c2
+
Eν
c2

) +
1
c4
uFν
Γ

]
Γ
ρ
dm, (141)

(
∂em
∂τ

)
m

= −pm

∂
(

1
ρ

)
∂τ


m

− 4πc2

(hc)3

∫
ε2dε

∑
i

RHS(0)
i (142)

the lepton conservation equation [equation (133)]

∂Ye

∂τ
= − 4πc

(hc)3
mB

ρ

∫
ε2dε

[(
jνe(aε)

(
1− ψ(0)

νe (aε)
)
− ψ

(0)
νe (aε)
λνe(aε)

)

−

(
jν̄e(aε)

(
1− ψ

(0)
ν̄e (aε)

)
−
ψ

(0)
ν̄e (aε)
λν̄e(aε)

)]
(143)

and the equations for the space-time [equations (120), (126), and (110)]

Γ =
R,m
b

= 4πR2ρR,m =

√
1 +

u2

c2
− 2MgG

Rc2
(144)

a,m
a

= − 1
ρc2w

pm,m −
1

ρc2w

4πcb
(hc)3

∫
ε2dε

∑
ν

RHS(1), (145)

0.9.10 The equations presently used inCHIMERA

The equations derived above are a complete set of fully general relativistic radiation-
hydrodynamic equations for spherical symmetry. At the present time CHIMERA is
not fully general relativistic because it is built to simulate non-spherically symmetric
problems. CHIMERA therefore uses the transport subset of equations (134)-(145),
namely, equations (134), (135), 142), and (143), and couples them to multidimensional
PPMNewtonian hydrodynamics, described elsewhere in this report.

CHIMERA currently supports two levels of approximations to fully GR radiation-
hydrodynamics. The first is a fully Newtonian mode. In this mode the metric parame-
ters,a andb, in equations (134), (135), 142), and (143) are set equal to unity and these
equations then reduce to their orderv/c special relativistic counterparts. The gravi-
tational is computed by a spectral Poisson solver as described in [117] and is of the
form

Φ(Rj , θo, φp) = −G
L∑
`=1

4π
2`+ 1

∑̀
m=−`

Y `m(θo, φp)

(
1

R`+1
j

C`mn +RjD
`m
n

)
(146)
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The second mode is a post-Newtonain approximation in which the spherically sym-
metric component of the gravitational potential is modified as described by [98] to the
form

ΦPN spherical = −G
∫ ∞

R

dR′

R2

(
MG

4π
+R′3(p+ pν)/c2

)
1
Γ2

(
ρ+ (e+ p)/c2

c2

)
(147)

wherep ande are the material pressure and internal energy per unit volume,pν is the
neutrino pressure,

MG = 4π
∫ R

0

dR′R′2Γ
(
ρ+ (e+ eν)/c2 +

ufν
Γc4

)
(148)

Γ =

√
1 +

u2

c2
− 2MGG

Rc2
(149)

andeν andfν are the neutrino energy and flux, respectively. The gravitational potential
used in this approximation is then

Φ(Rj , θo, φp) + ΦPN spherical − ΦN spherical (150)

whereΦN spherical is the Newtonian spherical gravitational potential computed by

ΦN spherical = −G
∫ ∞

R

dR′

R2

(
MN

4π

)
(151)

with

MN = 4π
∫ R

0

dR′R′2ρ (152)

The lapse functiona in this approximation is computed by

a =

√
1 +

2ΦPN spherical

c2
(153)

and is used in both the hydro and the transport equations. In the latter it accounts for
gravitational time dilation and redshifting. The metric functionb is left equal to unity.
A comparison of newtonian and GR spherically symmetric core collapse [26] showed
that the metric functionb does not play an important role in neutrino transport.

0.9.11 Differencing of theMGFLD Equations

Here we will describe our method of differencing the MGFLD equations, which consist
of equations (134), (135), (136), (142) (with the matter pressure term operator split off),
and (143). The hydrodynamic equations and the equations for the metric functions (to
various levels of approximation) operator split and explicitly differenced. TheMGFLD
equations, on the other hand, are implicitly differenced as described below.
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To write the difference equations, we will adopt the following grid indexing con-
vention. Subscriptsj − 1

2 andj + 1
2 will denote the lower and upper boundaries of

thejth radial zone, andj will denote the corresponding zone center. Likewise,k − 1
2

andk + 1
2 will denote the lower and upper boundaries of thekth energy zone, andk

will denote the corresponding energy zone center. The time at the end of thenth and
(n + 1)th time steps, and the time midway between thenth and(n + 1)th time step
will be denoted by superscriptsn, n + 1, andn + 1

2 , respectively. Thus, the quan-

tity ψ(0) n+1
j,k denotes the comoving zeroth angular moment of the neutrino distribution

function at the center of radial zonej, the center of energy zonek, and at the end of
the(n+ 1)th time step.

The Transport Equations

To difference equations (134), (135), (136), (142), and (143) we begin by writing (134)
in the following conservative form

1
ac

a3

bR2

(
∂( bR

2

a3 ψ
(0)
i )

∂t

)
m,aε

+
1
b

a2

R2

(
∂(R

2

a2 ψ
(1)
i )

∂m

)
t,aε

+
1

(aε)2
1
ac

( ȧ
a
− Ṙ

R

)(
∂(aε)3ψ(0)

i

∂(aε)

)
t,m

−

(
ḃ

b
− Ṙ

R

)(
∂(aε)3ψ(2)

i

∂(aε)

)
t,m


= RHS(0)

i , (154)

or switching variables fromt to the proper timeτ , wheredτ = adt,

1
c

a3

bR2

(
∂( bR

2

a3 ψ
(0)
i )

∂τ

)
m,aε

+
1
b

a2

R2

(
∂(R

2

a2 ψ
(1)
i )

∂m

)
τ,aε

+
1

(aε)2
1
c

(aτ
a
− Rτ

R

)(
∂(aε)3ψ(0)

i

∂(aε)

)
τ,m

−
(
bτ
b
− Rτ

R

)(
∂(aε)3ψ(2)

i

∂(aε)

)
τ,m


= RHS(0)

i , (155)

whereXτ ≡
(
∂X
∂τ

)
m

. To interpret equation (155), operate by4π(~c)3
∫∞
0
ε2dε at constant

τ amdm to obtain
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1
c

1
bR2

4π
(~c)3

∫ ∞

0

(aε)2d(aε)

(
∂( bR

2

a3 ψ
(0)
i )

∂τ

)
m,aε

+
1
b

1
aR2

4π
(~c)3

∫ ∞

0

(aε)2d(aε)

(
∂(aR

2

a3 ψ
(1)
i )

∂m

)
τ,aε

+
1
a3c

4π
(~c)3

∫ ∞

0

d(aε)

(aτ
a
− Rτ

R

)(
∂(aε)3ψ(0)

i

∂(aε)

)
τ,m

−
(
bτ
b
− rτ
R

)(
∂(aε)3ψ(2)

i

∂(aε)

)
τ,m


=

1
cbR2

∂(bR2 4π
(~c)3

∫∞
0
ε2dεψ

(0)
i )

∂τ


m,aε

+
1

abR2

∂(aR2 4π
(~c)3

∫∞
0
ε2dεψ

(1)
i )

∂m


τ,aε

=
4π

(~c)3

∫ ∞

0

ε2dεRHS(0)
i (156)

where the order of integration and differentiation has been interchanged in the first two
terms of equation (156) (permissible since the integration variableaε is held constant
in the differentiations). Note that the energy derivative terms, sometimes referred to
collectively as the “Doppler term”, integrate to zero because(aε)3ψ(i)

i |∞0 = 0. The
significance of equation (156) can be appreciated by considering the four-vector,Jα,
which we define as the product of the invariant volume element on the mass shell,dP,
the four-momentumpα divided byh3, and the invariant distribution functionf(x, p),
i.e.,

Jαi =
1
h3

∫
pαdPfi(x, p). (157)

Jαi is the neutrino number-flux four-vector, as can be seen by evaluating it in our local
orthonormal frame, for which we obtain

J â
i =

4π
(hc)3

∫
ε2dε

(
ψ

(0)
i , ψ

(1)
i , 0, 0

)
=

1
c

(cni ν ,Fi ν , 0, 0) (158)

whereni ν andFi ν are the local number density and number flux of neutrinos, respec-
tively. In our coordinate basis, equation (158) becomes

Jαi =
4π

(hc)3

∫
ε2dε

(
1
a
ψ

(0)
i ,

1
b
ψ

(1)
i , 0, 0

)
, (159)

Using (159), equation (156) can be written simply as

Jνi ; ν =
4π

(~c)3

∫ ∞

0

ε2dεRHS(0)
i (160)

and is thus seen as the covariant continuity equation for neutrino number.
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We will operator split the contributions to

(
∂ψ

(0)
i

∂τ

)
m,aε

in the continuity equation

(156) by writing (
∂ψ

(0)
i

∂τ

)
m,aε

=

(
∂ψ

(0)
i

∂τ

)(m)

m,aε

+

(
∂ψ

(0)
i

∂τ

)(ε)

m,aε

(161)

where the contribution

(
∂ψ

(0)
i

∂τ

)(m)

m,aε

arises from the diffusion and source terms of

equation (156) withR, a, andb constant in time, and the contribution

(
∂ψ

(0)
i

∂τ

)(ε)

m,aε

arises from the time derivatives ofR, a, andb with no diffusion or sources. That is,(
∂ψ

(0)
i

∂τ

)(m)

m,aε

and

(
∂ψ

(0)
i

∂τ

)(ε)

m,aε

are given, respectively, by

1
c

(
∂ψ

(0)
i

∂τ

)(m)

m,aε

+
1
b

a2

R2

(
∂(R

2

a2 ψ
(1)
i )

∂m

)
t,aε

= RHS(0)
i (162)

and

1
c

a3

bR2

(
∂( bR

2

a3 ψ
(0)
i )

∂τ

)(ε)

m,aε

+
1

(aε)2
1
ac

(aτ
a
− Rτ

R

)(
∂(aε)3ψ(0)

i

∂(aε)

)
t,m

−
(
bτ
b
− Rτ

R

)(
∂(aε)3ψ(2)

i

∂(aε)

)
t,m

 = 0(163)

Equation (162) together with equation (134) are differenced conservatively and
fully implicitly as follows:

1
c

ψ
(0)n+1
i j,k − ψ

(0)n
i j,k

τn+1 − τn
+

+
a2
j

Volj

[
1

a2
j+ 1

2

Areaj+ 1
2
ψ

(1)n+1

i j+ 1
2 ,k

− 1
a2
j

Areaj− 1
2
ψ

(1)n+1

i j− 1
2 ,k

]
= RHS(0)n+1

i j,k . (164)

and

ψ
(1)n+1

i j+ 1
2 ,k

= −
λ

(t)n+1

i j+ 1
2 ,k

3
Fn+1
i j+ 1

2 ,k
Γn+1
j+ 1

2

ψ
(0)n+1
i j+1,k − ψ

(0)n+1
i j,k

Rn+1
j+1 −Rn+1

j

, (165)

whereAreaj+ 1
2

= 4πR2
j+ 1

2
is the proper area of the outer boundary of zonej,Rn+1

j =
1
2 (Rn+1

j− 1
2
+Rn+1

j+ 1
2
), and with the aid of equation (46)Volj = 4πbjR2

j (mj+ 1
2
−mj− 1

2
) =
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(mj+ 1
2
− mj− 1

2
)/ρj is the proper volume enclosed between zones edgesj − 1

2 and

j + 1
2 . To see that equation (164) is conservative, rewrite it as

1
a3
j

(
ψ

(0)n+1
i j,k − ψ

(0)n
i j,k

)
Volj

= − 1
a3
j+ 1

2

Areaj+ 1
2
ψ

(1)n+1

i j+ 1
2 ,k
aj+ 1

2
(tn+1 − tn)c+

1
a3
j− 1

2

Areaj− 1
2
ψ

(1)n+1

i j− 1
2 ,k
aj− 1

2
(tn+1 − tn)c

+aj(tn+1 − tn)
c

a3
j

Volj × RHS(0)n+1
i j,k . (166)

Now according to equation (69) and the discussion there, a neutrino propagating along
a geodesic passing throughRj− 1

2
, Rj , Rj+ 1

2
, and∞ in a static spacetime will have

locally measured energies at these points related by

εj− 1
2
aj− 1

2
= εjaj = εj+ 1

2
aj+ 1

2
= ε∞ (167)

Thus, multiplying equation (166) by 1
(hc)3 (εk ∞)2∆εk ∞ and using equation (167), we

get that

(εj,k)2∆εj,k
(hc)3

(
ψ

(0)n+1
i j,k − ψ

(0)n
i j,k

)
Volj

+Areaj+ 1
2

c(εj+ 1
2 ,k

)2∆εj+ 1
2 ,k

(hc)3
ψ

(1)n+1

i j+ 1
2 ,k
aj+ 1

2
(tn+1 − tn)

−Areaj− 1
2

c(εj− 1
2 ,k

)2∆εj− 1
2 ,k

(hc)3
ψ

(1)n+1

i j− 1
2 ,k
aj− 1

2
(tn+1 − tn)

= caj(tn+1 − tn)
(εj,k)2∆εj,k

(hc)3
Volj×RHS(0)n+1

i j,k . (168)

Denoting the number of neutrinos in the volume betweenj− 1
2 andj+ 1

2 and in thek’th
energy bin at timetn by Nn

i j,k, the net number of these neutrinos crossing outwards
throughj + 1

2 per unit proper time bySi j− 1
2 ,k

, and the source of these neutrinos

(number created in the volume betweenj− 1
2 andj+ 1

2 per unit proper time) byṄi j,k,
equation (168) can be written

Nn+1
i j,k −Nn

i j,k = −Si j+ 1
2 ,k

∆τn+ 1
2

j+ 1
2

+ Si j− 1
2 ,k

∆τn+ 1
2

j− 1
2

+ Ṅi j,k ∆τn+ 1
2

j (169)

which is manifestly conservative. Here∆τn+ 1
2

j = aj(tn+1 − tn) is the proper time
interval atj corresponding to the coordinate time intervaltn+1 − tn.



58 CONTENTS

The Flux Limiter

In the MGFLD scheme the monochromatic first angular moment,ψ(1) = ψ(1)(t, r, aε),
of the neutrino distribution function is related to the zero angular moment,ψ(0) =
ψ(0)(t, r, aε), by equation (136) vis a flux-liminterFi(aε), which is a parameterized
function which interpolates between the optically thick diffusion regime, where

ψ
(1)
i (aε) = −λ

(t)
i (aε)

3
1
b

(
∂ψ

(0)
i (aε)
∂m

)
t,aε

= −λ
(t)
i (aε)

3
Γ

(
∂ψ

(0)
i (aε)
∂R

)
t,aε

(170)

and the optically thin free streaming regime, where

ψ
(1)
i (aε) = ψ

(0)
i (aε). (171)

whereλ(t)
i (aε) is the total transport mean free path for neutrinos of flavori.

The flux limiter,Fi(aε) is constructed to satisfy equations (170) and (171) and
consists of two parts. The first part is a specific implementation of the usual scheme
for interpolating between the optically thick diffusion regime and the optically thin free
streaming regime, namely

Fi intrp(aε) =
1

1 + 1
3λ

(t)
i (aε)


˛̨̨̨
˛Γ ∂ψ(0)

i
(aε)

∂R

˛̨̨̨
˛

ψ
(0)
i (aε)


. (172)

From equation (172) and the expression

ψ
(1)
i (aε) = −λ

(t)
i (aε)

3
Fi intrp(aε)Γ

(
∂ψ

(0)
i (aε)
∂R

)
t,aε

, (173)

we see that in optically thick diffusion regime asλ(t)
i (aε) → 0, we have

ψ
(1)
i (aε) → −λ

(t)
i (aε)

3
Γ
∂ψ

(0)
i (aε)
∂R

(174)

while in the optically thin free-streaming regime asλ(t)
i (aε) →∞, we have

ψ
(1)
i (aε) = ψ

(0)
i (aε). (175)

As it stands, this scheme suffers from the generic problem of too rapid a transition
to the free streaming limit (i.e., the angular distribution becomes too forwardly peaked)
when matter goes from optically thick to optically thin abruptly, as when the“density
cliff” forms in the post bounce core of a supernova progenitor. To avoid this problem,
a second piece of the flux limiter is constructed. It basically prevents the neutrino
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angular distribution from becoming more forwardly peaked than the geometrical limit.
This piece is given by the following parameterized function

Fi geom(aε) =



1
2 (1+µi 0(aε))ψ

(0)
i (aε)

1
3λ

(t)
i (aε)

26664
˛̨̨̨
˛̨Γ ∂ψ(0)

i
(aε)

∂R

˛̨̨̨
˛̨

ψ
(0)
i

(aε)

37775
if R > Ri ν(aε)

1 if R ≤ Ri ν(aε)

(176)

where

µi 0(aε) =
µi(aε) + β

1− µi(aε)β
, (177)

µi(aε) =

√
1−

(
Ri ν(aε)

R

)2

Gi, (178)

and

Gi =

√
1− 2GMg/rc2

1− 2GMg/Ri ν(ε)c2
, (179)

whereMg is the gravitational mass,Ri ν(ε) is the radius of the neutrinosphere for
neutrinos of flavori, energyε,R is the circumferential radius of the point in question

β =
v

c
. (180)

The quantityµi(aε) is the cosine of the angle from the limb of the neutrinosphere of
neutrinos of flavori, energyε, to the point atR, corrected for gravitational bending,
andµi 0 is that same angle as seen in the fluid frame. Note thatFi geom(aε) also
interpolates between the diffusion and free streaming regimes.

The net flux limiter,Fi, is given by

Fi(aε) = min
[
Fi intrp(aε),F i geom(aε)

]
(181)

The Eddington Factor

The Eddington factor given by equation (136) is a closure relation relating the sec-
ond angular moment of the neutrino occupation number to the first and zeroth angular
moment. It must have the property that in the diffusion limit

ψ
(2)
i (aε) =

1
3
ψ

(0)
i (aε) (182)

while in the free-streaming limit

ψ
(2)
i (aε) = ψ

(0)
i (aε) (183)
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We have chosen the following parameterization for the Eddington factor:

Ei(ψ(0)
i (aε), ψ(1)

i (aε)) =
1 + 2F2

f i(aε)
3

(184)

where the “flux-factor”,Ff i, is given by

Ff i(aε) = max

[
abs

(
ψ

(1)
i (aε)

ψ
(0)
i (aε)

)
, 1

]
(185)

Neutrino Advection in Energy

Let us ow consider equation (163), the other part operator split in equation (155). This
part determines the change inψ(0)

i due to changes ina, b, andR. We begin by writing
equation (163) can be written conservatively as(

∂Ψ(0)
i

∂τ

)(ε)

m,aε

+
1

(aε)2

∂
(
(aε)2VΨ(0)

i

)
∂aε


t,m

= 0, (186)

where

Ψ(0)
i (aε) =

bR2

a3
ψ

(0)
i (aε), (187)

and

V(aε) = aε

[(
aτ
a
− Rτ

R

)
−
(
bτ
b
− Rτ

R

)
Ei(aε)

]
. (188)

and whereEi(aε) is the Eddington factor defined by above. Equation (186) is in the
form of a continuity equation and describes the advection of neutrinos through the
energy grid.

To difference equation (186) we use a PPM scheme that is second-order accurate in
time and third-order accurate in energy, modeled after the advection scheme used in the
PPM hydrodynamics code VH1. Briefly described, we are given the energy grid edges
(aε)n

j,k+ 1
2
≡ anj ε

n
k+ 1

2
= ε∞ k+ 1

2
at the beginning of timestepn. The “velocities” of

these grid edges,Vn+ 1
2

k+ 1
2

, are then computed, and a Lagrangian step is taken from time

n to timen+ 1. In this step, the zone grid edges are moved in accordance with

(aε)n+1
j,k+ 1

2
= (aε)nj,k+ 1

2
+ Vn+ 1

2
j,k+ 1

2
δτ
n+ 1

2
j (189)

and the quantityΨ(0)
i j,k is evolved by means of the equation

Ψ(0) n+1
i j,k

[(
(aε)n+1

j,k+ 1
2

)3

−
(
(aε)n+1

j,k− 1
2

)3
]

= Ψ(0) n
i j,k

[(
(aε)nj,k+ 1

2

)3

−
(
(aε)nj,k− 1

2

)3
]

(190)
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The energy grid edges are then remaped back to their original (timen) values and the
Ψ(0) n+1

i j+ 1
2 ,k+

1
2
’s are advected through the zone edges using the PPM technology.

To test the accuracy of this scheme, we note that in the diffusion limitEi(aε) = 1
3 ,

and equation (188) forV becomes

V(aε) = aε

[(
a,τ
a
− R,τ

R

)
− 1

3

(
b,τ
b
− R,τ

R

)]
= aε

(
a,τ
a

+
1
3
ρ,τ
ρ

)
(191)

where we have used equations (121) and (43). Using equation (191) in equation (186)
and expanding gives

(
∂ ∂N
∂(aε)

∂τ

)(ε)

m,aε

+aε
(
a,τ
a

+
1
3
ρ,τ
ρ

)∂
(
∂N
∂(aε)

)
∂(aε)


t,m

+
∂N
∂(aε)

∂
(
aε
(
a,τ
a + 1

3
ρ,τ
ρ

))
∂(aε)


t,m

= 0.

(192)
The characteristics of equation (192) are given by

dτ

1
=

d(aε)

aε
(
a,τ
a + 1

3
ρ,τ
ρ

) = −
d ∂N
∂(aε)

∂N
∂(aε)

(
a,τ
a + 1

3
ρ,τ
ρ

) (193)

From the first equality in equation (193), we get that

dτ

(
a,τ
a

+
1
3
ρ,τ
ρ

)
=
d(aε)
aε

(194)

or

da

a
+

1
3
dρ

ρ
− d(aε)

aε
= 0. (195)

Integrating equation (195), we get

ln a+
1
3

ln ρ− ln aε = constant (196)

which gives

aρ1/3(aε)−1 = constant (197)

or

ερ−1/3 = constant (198)
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Energy Equation

Consider now the energy equation (142). For matter in nuclear statistical equilibrium,
we can regard the matter internal energyem as being a function of three thermodynamic
variables. We will take these to beρ, T , andYe. Then (142) can be rewritten

(
∂em
∂ρ

)
T,Ye

(
∂ρ

∂τ

)
m

+
(
∂em
∂T

)
ρ,Ye

(
∂T

∂τ

)
m

+
(
∂em
∂Ye

)
ρ,T

(
∂Ye

∂τ

)
m

= −pm

∂
(

1
ρ

)
∂τ


m

− 4πc2

(hc)3

∫
ε2dε

∑
i

RHS(0)
i (199)

We will regard equation (195) as an equation for
(
dT
dt

)
m

and operator split the contri-
butions to

(
dT
dτ

)
m

in this equation as follows:

(
dT

dτ

)
m

=
(
dT

dτ

)(ρ)

m

+
(
dT

dτ

)(ν)

m

(200)

where
(
dT
dτ

)(ρ)
m

arises from the hydrodynamics (i.e., changes inρ) and
(
dT
dτ

)(ν)
m

arises

from energy and lepton exchanges between matter and neutrinos. That is,
(
dT
dτ

)(ρ)
m

and(
dT
dτ

)(ν)
m

are given, respectively, by

(
dT

dτ

)(ρ)

m

= −

(
∂em
∂ρ

)
T,Ye

(
∂ρ
∂τ

)
m

+ pm

(
∂( 1

ρ )
∂τ

)
m(

∂em
∂T

)
ρ,Ye

(201)

and

(
dT

dτ

)(ν)

m

= −

(
∂em
∂Ye

)
ρ,T

(
∂Ye
∂τ

)
m

+ ac 4π
(hc)3

∫
ε2dε

∑
ν RHS(0)

i(
∂em
∂T

)
ρ,Ye

(202)

Equation (201) is differenced explicitly and solved iteratively to second order accuracy
in time with the other hydro equations. Equation (198) is solved with the otherMGFLD
equations and is differenced implicitly as follows:

(
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i j,k (203)
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Lepton Number Equation

The last of the set ofMGFLD equations is the lepton continuity equation (143). This
equation is solved with the otherMGFLD equations and is differenced implicitly as
follows:

Y n+1
e j − Y ne j
τn+1 − τn

= − 4πc
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NE∑
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2
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)]
(204)

0.9.12 Solution of theMGFLD Equations

The form of the difference equations

Here we describe our numerical procedure for solving equations (162) and (170), the
equations for the rate of change ofψ(0)

i due to sources and transport. along with equa-
tions (202 ) and (143), giving the associated changes in temperature and lepton num-
ber. Our difference equations corresponding to equations (162) and (170) are given
by equations (164) and (165), and those corresponding to equations (202) and (143)
are equations (203) and (204), respectively. Combining the left-hand side of equation
(165) with (164), and differencing conservatively, gives

1
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where
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j+ 1
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(206)
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2
, Volj =
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2
−R3
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2

)
(207)

and

ψ
(0) n+1
i j+1,k = ψ

(0) n
i j+1,k + ∆ψ(0) n+ 1

2
i j+1,k (208)

The quantities at timen are regarded as known, as are quantities without a superscripted
time index. It is seen that the left-hand side of equation (205) for a given value ofj
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couples the unknowns∆ψ(0) n+ 1
2

i j,k , ∆ψ(0) n+ 1
2

i j+1,k and ∆ψ(0) n+ 1
2

i j−1,k , i.e., equation (205)
couples the unknown atj with the unknowns at the two adjacent radial zones on either
side ofj.

The right-hand side of equation (162), namely the source termRHS(0)
i for neutrinos

of flavor i, has the form
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(209)

The first line of equation (209) describes emission and absorption of neutrinos of flavor
i, the second line describes the scattering of neutrinos of flavori with energy transfers
which in the mean are large in comparison with the energy bin width (e.g., neutrino–
electron or neutrino–positron scattering), the third line describes the scattering of neu-
trinos of flavori with energy transfers which in the mean are small in comparison with
the energy bin width (e.g., neutrino–nucleon scattering), the fourth line describes the
annihilation and production of neutrinos of flavori and their antiparticles by electrons
and positrons or by nucleon–nucleon bremsstrahlung, the fifth and sixth lines describe
the in and out scattering, respectively, of neutrinos of flavori by neutrinos of flavori′,
and the seventh and eighth lines describe the production and annihilation, respectively,
of neutrino-antineutrino pairs of flavori by the annihilation and production neutrino
pairs of flavori′.

The first process, emission, absorption of neutrinos of flavori does not couple
energy zones. The second two processes, nonisoenergetic scattering from non-neutrino
particles, couples energy zones at each given pair,i, j, of flavor and radial zone indices.
The fourth process, annihilation and production of neutrinos and antineutrinos of flavor
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i by electrons and positrons or by nucleon–nucleon bremsstrahlung, couples the energy
zones of both neutrinos of flavori and their antiparticles at each given radial indexj.
Finally, the last two processes, the scattering of neutrinos of flavori by neutrinos of
flavor i′, and the production and annihilation of neutrino-antineutrino pairs of flavor
i by the annihilation and production neutrino pairs of flavori′, couples all the energy
zones of all the neutrino flavors for each radial indexj.

In order that all of the above source terms be included inCHIMERA it is essential
for numerical stability that a solution for all the unknowns∆ψ(0) n+ 1

2
i j+1,k along with the

∆Tj ’s and∆Ye j ’s be carried out implicitly and simultaneously. InCHIMERA theνµ’s
andντ ’s (collectivelyνx’s) are treated as one neutrino flavor with a degeneracy factor
of 2, as are thēνµ’s andν̄τ ’s (collectivelyν̄x’s). This is because none of these neutrino
flavor groups are able to undergo charged current reactions for kinematical reasons, and
the neutral current reactions for the two flavors within each group are identical. Thus,
CHIMERA separately evolves four neutrino flavors, viz.,νe’s, ν̄e’s, νx’s (νµ’s andντ ’s),
andν̄x’s (ν̄µ’s andν̄τ ’s).

Linearization of the difference equations

To solve for the unknowns∆ψ(0) n+ 1
2

i j+1,k , ∆Tn+ 1
2

j , and∆Y n+ 1
2

e j , equations (204) and
(209) are linearized and a solution of the resulting coupled linear equations for the

unknowns∆ψ(0) n+ 1
2

i j+1,k and∆Ye j are obtained by a linear equation solver. These so-

lutions are regarded as corrections to theψ
(0) n
i j+1,k ’s andY ne j ’s and added to them, and

the process is repeated until no further relative change of any of the∆ψ(0) n+ 1
2

i j+1,k ’s and
∆Ye j ’s occurs that exceeds a small prescribed tolerance, which is taken to be10−6 in

CHIMERA. After each iteration cycle the corrections∆Tn+ 1
2

j to the temperatures are

solved by using equation (203). The reason for taking the∆Tn+ 1
2

j ’s out of the direct
implicit linear solve is that the specific heat of the matter is typically large in compari-

son with that of the neutrinos, so the∆Tn+ 1
2

j ’s tend to be small and their removal from
the implicit linear solve does not impair convergence. The advantage of removing them
from the implicit linear solve is that the conditioning of the linear equations is thereby
improved by many orders of magnitude.

Lineariizing equation equation (204), omitting the last two sources in equation
(209) that are not yet inCHIMERA, collapsing the expressions for neutrino scatter-
ing with large and with small energy exchanges into one expression, and writing it for
theith +1 iteration in going from time stepn to time stepn+1, denoting quantities to
be evaluated at time stepn+1 and known through iterationi by a superscriptn+1, it
(e.g.,Xn+1, it), quantities straddling time step n and time stepn+1 and known through
iterationi by a superscriptn + 1

2 , it(e.g.,∆Xn+ 1
2 , it), and the unknown corrections

straddling time stepn andn+ 1 and being solved for at the currentit+ 1 iteration by
superscriptn+ 1

2 , it+ 1 (e.g.,δXn+ 1
2 , it+1). we have
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Linearizing equation (209) gives
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Solution of the linearized difference equations

Equations (210) and (212) can be written in the following compact form

4NE+1∑
k′=0

(
Ai−1
j,k,k′u

i
j,k′

)
+D

(−) i−1
j,k uij−1,k +D

(+) i−1
j,k uij+1,k + Ci−1

j,k = 0 (213)
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where for a givenj

uj,k =
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and where we now extend thek andk′ index to run over both the four values ofi, the

NE values ofk andk′ and one additional value pertaining to theδY
n+ 1

2 , it+1
e j variable,

4NE +1 values in all. For each value ofj there are thus4NE +1 equations containing
the4NE+1 unknowns atj, and4NE unknowns both atj−1 andj+1. (TheD(−) i−1

j,k ’s

andD(+) i−1
j,k ’s are zero fork = 4NE + 1.)

A boundary condition at the inner edge (j = 1) and at the outer edge (j = NJ ) are
clearly required to complete this set of equations.

Suppose that the boundary condition at the center can be represented by

u0,k =
4N+1∑
k′=0

(
R0,k.k′u

i
1,k′
)

+ S0,k (215)

Using equation (215) in (213) forj = 1, gives
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In CHIMERA we impose symmetric boundary conditions at the center, i.e.,

u0,k = u1,k (217)

thus eliminating any reference to the unknownsu0,k. Reference to equation (215)
shows that for these boundary conditions will be satisfied if

R0,k.k′ = δk,k′ S0,k = 0. (218)

At the outer edge we impose boundary conditions of the form

uNJ+1,k = Rk × uNJ ,k. (219)

Rk is obtained from the equation forψ(1)

i NJ+ 1
2 ,k
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, (220)

and the free streaming condition

ψ
(1)n+1

iNJ+ 1
2 ,k

=
ψ

(0)n+1
iNJ+1,k + ψ

(0)n+1
iNJ ,k

2
(221)

Elimination ofψ(1)n+1

iNJ+ 1
2 ,k

between equations (220) and (221) allowsψ
(0)n+1
iNJ+1,k to be ex-

pressed in terms ofψ(0)n+1
iNJ ,k

, and thereforeδψ
(0) n+ 1

2 , it+1

i NJ+1,k in terms ofδψ
(0) n+ 1

2 , it+1

i NJ ,k
.

Our solution for the corrections at each iteration thus proceeds as follows. Linear
equations (216) are solved for theu1,k in terms of theu2,k. Using this solution for the
u1,k ’s in equations (213) withj = 2, these equations now involve only the theu2,k ’s
and theu3,k ’s and are then solved for theu2,k ’s in terms of theu3,k ’s. This procedure
in repeated for increasing values ofj until j = NJ , at which point theuNJ ,k ’s are
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solved in terms of theuNJ+1,k ’s. The outer boundary conditions (218) now permit
the solution for theuNJ ,k ’s to be obtained. Using the solution for theuNJ ,k ’s in the
equations for theuNJ−1,k ’s in terms of theuNJ ,k ’s obtained previously permits the
solution for theuNJ−1,k ’s to be now obtained. Proceeding to successively smaller
values ofj until j = 1 is reached, we obtain the solution for all theuj,k ’s.

0.10 CHIMERA’s Network and Equation of State Mod-
ules

The composition and state of the stellar matter, largely electrons, photons and atomic
nuclei, has profound impact on the hydrodynamic evolution and neutrino radiation
transport in core collapse supernovae. For example, the matter pressure, which depends
on the composition and state of the matter as well as its temperature and density, drives
much of the hydrodynamic motion. Similarly, the composition of the matter has a great
effect on the neutrino opacities, determining how effectively energy is transfered from
the neutrino radiation field to the matter. In addition, the composition of the ejecta,
rich in newly synthesized heavy elements, is one of the key outcomes of the supernova
explosion and intimately tied to many of the potential observations of these events. For
these reasons, considerable effort is invested in CHIMERA in evolving the composition
and calculating the resulting equation of state.

The center of a massive star as it nears its demise is composed of iron, nickel, and
similar elements (collectively called the iron-peak nuclei), the end products of stellar
nucleosynthesis. The maximally bound, iron-peak nuclei are the result of thermody-
namic equilibrium for strong and electromagnetic nuclear reactions, termedNuclear
Statistical Equilibrium(NSE). Above thisiron core lie concentric layers of succes-
sively lighter elements, recapitulating the sequence of nuclear burning that occurred in
the core during the star’s lifetime. Once the iron core grows too massive to be sup-
ported by electron degeneracy pressure, core collapses ensues. During collapse, the
increasing density and neutronization causes NSE to favor heavier, more neutron-rich
nuclei. This leads eventually to a composition dominated by exotic columnar and pla-
nar nuclear states [135] and ultimately, when the core reaches densities similar to those
of the nucleons in a nucleus, nuclear matter.

To accurately model the evolution of the composition in a supernova, a combina-
tion of methods must be used to cover regions where NSE does not occur as well as
regions where NSE results in a composition dominated by nuclei like those found on
Earth, more exotic nuclear states or nuclear matter. We will detail these methods in the
following sub-sections. In addition to the nuclear composition, the populations of elec-
trons and positrons must also be tracked and the photon population is assumed to obey
local thermodynamic equilibrium. In CHIMERA, the impact of the leptonic contribu-
tion is included via an electron-positron EOS with arbitrary degeneracy and degree of
relativity that spans the entire density and temperature regime of interest. This EOS
component is based on the electron-positron component of [45], but has been extended
into the non-relativistic regime by Bruenn. This EOS also includes the contribution of
the thermal photonic radiation field.
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0.10.1 Nuclear Statistical Equilibrium

At conditions of high temperature and density, thermonuclear reaction rates may be
sufficiently rapid to achieve equilibrium within the timescale set by the hydrodynamics
of the astrophysical setting. This permits considerable simplification of the calcula-
tion of the nuclear abundances. In most such cases, the fast strong and electromag-
netic reactions reach equilibrium while those involving the weak nuclear force do not.
Since the weak reactions are not equilibrated, the resulting Nuclear Statistical Equi-
librium requires monitoring of weak reaction activity, including the effects of neutrino
interactions. Even with this stricture, NSE offers many advantages, since hundreds of
abundances are uniquely defined by the thermodynamic conditions and a single mea-
sure of the weak interaction history or the degree of neutronization. Computationally,
this reduction in the number of independent variables greatly reduces the cost of nu-
clear abundance evolution. Because there are fewer variables to follow within a hy-
drodynamic model, the memory footprint of the nuclear abundances is also reduced,
an issue of importance in modern multi-dimensional models. Finally, the equilibrium
abundance calculations depend on binding energies and partition functions, quantities
which are better known than many reaction rates. This is particularly true for unstable
nuclei and for conditions where the mass density approaches that of the nucleus itself,
resulting in exotic nuclear structures.

The expression for NSE is commonly derived using either chemical potentials or
detailed balance [43]. A nucleus with atomic numberZ and atomic massA, denoted
AZ, is composed ofZ protons andN = (A− Z) neutrons. In astrophysics, it is com-
mon to discuss the composition of isotopic speciesi in terms of its (molar) abundance,
Yi, which can be derived from the number density,ni, via the relationYi = ni/ρNA,
whereNA is Avogadro’s number andρ is the matter mass density.Yi has units of
molg−1. Another useful descriptor of the composition in the mass fraction,Xi, rep-
resenting the fractional content by mass of speciesi in the matter. For a nucleus with
atomic weightAi, Xi = AiYi. Xi is dimensionless asAi has units ofgmol−1. In
equilibrium with these free nucleons, the chemical potential ofAZ can be expressed in
terms of the chemical potentials of the free nucleons

µZ,A = Zµp +Nµn . (222)

Substituting the expression for the Boltzmann chemical potential (including rest mass)
into Eq. 222 allows derivation of an expression for the abundance of every nuclear
species in terms of the abundances of the free protons (Yp) and neutrons (Yn),

Y (AZ) =
G(AZ)

2A

(
ρNA
θ

)A−1

A
3
2 exp

(
B(AZ)
kBT

)
Yn

NYp
Z , (223)

whereG(AZ) andB(AZ) are the partition function and binding energy of the nucleus
AZ, NA is Avagadro’s number,kB is Boltzmann’s constant,ρ andT are the density
and temperature of the plasma, andθ = (mukBT/2π~2)3/2.

For a given set of nuclei whose binding energies and partition functions are known,
abundances of all nuclear species can therefore be expressed as functions of two quan-
tities. Nucleon number conservation(

∑
AY = 1) provides one constraint. The second
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Figure 2: The average atomic mass for material in NSE as a function of Tempera-
ture. The solid lines include Coloumb (screening) corrections to the nuclear binding
energies, while the dotted lines ignore this effect.

constraint is the amount of weak reaction activity, often expressed in terms of the to-
tal proton abundance,

∑
ZY , which charge conservation requires equal the electron

abundance, . Thus the nuclear abundances are uniquely determined for a given(T, ρ, ).
Alternately, the weak interaction history is sometimes expressed in terms of the neutron
excessη =

∑
(N − Z)Y . Figure 2 displays the temperature and density dependence

of Ā =
∑
AY/

∑
Y = 1/

∑
Y , the average nuclear mass of the NSE distribution. At

high temperatures, free nucleons are favored, henceĀ ∼ 1. For intermediate tempera-
tures the compromise of retaining large numbers of particles while increasing binding
energy favors4He, which has80% of the binding energy of the iron peak nuclei. At
low temperatures, Eq. 223 strongly favors the most bound nuclei, the iron peak nu-
clei, soĀ → 60 as the temperature drops. Density can be seen to scale the placement
of these divisions between high, intermediate and low temperature. Increasing den-
sity, through theρ(A−1) dependency, can be seen to increase the average mass at low
temperature. Variations in neutronization do not strongly affect Figure 2. At high tem-
peratures, it simply effects the ratio ofYp/Yn ≈ /1−. At low temperatures, variation
in changes which Fe-peak isotopes dominate. For example, though56Ni is less tightly
bound than54Fe, it is more tightly bound than54Fe + 21H, which would be required
by charge conservation if∼ .5. ThusY (56Ni) > Y (54Fe) for low T with ∼ .50,
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but Y (54Fe) > Y (56Ni) for smaller . In general, the most abundant nuclei at low
temperatures are the most bound nuclei for whichZ/A ∼.

As with any equilibrium distribution, there are limitations on the applicability of
NSE. For NSE to provide a good estimate of the nuclear abundances the temperature
must be sufficient for the endoergic reaction of each reaction pair to occur. Since for
all particle-stable nuclei between the proton and neutron drip lines (with the exception
of nuclei unstable against alpha decay), the photodisintegrations are endoergic, with
typical Q-values among (β) stable nuclei of 8-12 , by Eq. 230 this requirement reduces
to T > 3. While this requirement is necessary, it is not sufficient. In the case of
hydrostatic silicon burning, even when this condition is met, appreciable time (hours
to days) is required to convert Si to Fe-peak elements. In the case of explosive silicon
burning, the adiabatic cooling on timescales of seconds can cause conditions to change
more rapidly than NSE can follow, breaking down NSE first between4He and12C,
at T ∼ 6 [103] and later between the species near silicon and the Fe-peak nuclei, at
T ∼ 4 [156, 74]. Thus it is clear that in the face of sufficiently rapid thermodynamic
variations, NSE provides a problematic estimate of abundances so a transition to a
reaction network is necessary both for matter which has not yet reached NSE and for
matter which had been in NSE but is cooling.

In CHIMERA v1.0, Nuclear Statistical Equilibrium (NSE) is assumed in regions
where the temperature exceeds 5.5 GK or where matter reached NSE during stellar
evolution (the initial iron core). For densities less than1.7 × 108 g

cm3 , matter in NSE
is described by a highly modified version of the EOS described by [45]. Under these
conditions the Cooperstein EOS assumes NSE between of free neutrons, free protons,
α-particles, and a representative or average heavy nucleus, whose charge number and
mass adjust to the changing conditions. This representative nucleus approach greatly
lightens the computational load of calculating NSE and has been shown to be sufficient
for calculations of equation of state quantities such as pressure [34]. It is however
insufficient for neutrino interactions, as the neutrino interactions rates sample the shell
structure of nuclei and therefore may vary by orders of magnitude between neighboring
nuclei. Thus the average rate of a neutrino capture, for example, is not well represented
by the capture rate on the average nucleus. For purposes of neutrino opacities, we
therefore adopt a more detailed NSE using mass and partition function data from [131]
to build tabulations of the needed interaction rates. For CHIMERA v2.0, we anticipate
adopting a similar scheme as a replacement for the Cooperstein EOS to provide a better
match with the larger reaction network we will use in v2.

0.10.2 The High Density Equation of State and Nuclear Matter

Many of the nuclei present in the iron core at the onset of collapse are stable or long-
lived, thus their properties are well known, having been studied in terrestrial labora-
tories. However as core collapse proceeds, the combined effects of increasing density
and the resulting electron capture drives the composition toward heavier, more-neutron
rich nuclei. Knowledge of the nuclear properties needed to determine the composition
of the matter and its equation of state under these conditions is based on extrapolations
from laboratory measurements that become increasingly suspect as density increases.
These extrapolations breakdown completely at high densities, particularly as columnar
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or planar nuclei and nuclear matter become possibilities. Because the density of nucle-
ons outside of the nucleus becomes important as high densities, a consistent treatment
nucleons and nuclei, including modifications to the nuclear surface, becomes important
as does consideration of the finite volume of the nucleons and their Fermi-Dirac nature.
Additionally, consideration must be paid to the phase transition between nuclear and
nucleonic phases. For these reasons, NSE calculated as in Eq. 223 is insufficient at
high density.

To address these conditions, CHIMERA uses the equation of state (EOS) of [91]
for regions in NSE where the density exceeds1.7× 108 g

cm3 . This EOS is a more com-
putational efficient approximation to the EOS of [88, 92], using unit cell calculations
for a compressible liquid drop model of both finite nuclei and nuclear matter. Like the
Cooperstein EOS, the LS EOS assumes NSE between of free neutrons, free protons,
α-particles, and a representative or average heavy nucleus, whose charge number and
mass adjust to the changing conditions. The LS EOS has been the industry standard
EOS for supernova simulations for more than a decade. With LS EOS as a baseline,
we plan to explore with CHIMERA the impact of the nuclear equation of state on the
supernova mechanism by implementing and testing additional treatments of this part
of the equation of state, including the work of [140] and [154], as well as more recent
work by Lattimer & Swesty.

0.10.3 Non-Equilibrium Regions and Thermonuclear Reaction Net-
works

In CHIMERA, for regions not in NSE, the nuclear composition is evolved using the
XNet thermonuclear reaction network code [72]. The numerical methods of XNet will
be detailed in§ 0.10.3. In CHIMERA v1.0, this fully implicit general purpose reac-
tion network employes only reactions linking the 14 alpha nuclei from4He to 60Zn.
Data for these reactions is drawn from the REACLIB compilation [133]. An addi-
tional iron-like nucleus is included in the composition, but not the reaction network, to
accommodate a neutron-rich freezeout, which the alpha network is unable to follow,
as all included nuclei have equal numbers of neutrons and protons. The abundances
of free protons and neutrons are similarly tracked. The advection of material across
an NSE - nonNSE interface in either direction, as well as the transition into NSE and
freezeout from NSE of entire zones, includes the appropriate gain or loss of nuclear
binding energy. The equation of state for the nuclear component in non-NSE regions
is a component of the [45] EOS, assuming an ideal gas of nucleons and nuclei whose
composition is provided by the nuclear reaction network.

While this 14 element reaction network is sufficient to schematically follow the
major nuclear burning stages encountered in the supernova, it is insufficient to study
the detailed supernova nucleosynthesis as it is revealed in astronomical observations
and terrestrial composition. Neither is the representative nucleus scheme of [45] and
[91] sufficient for this purpose. Detailed nucleosynthesis requires evolving 150 or more
nuclear isotopes throughout the matter which is ultimately ejected. For reasons we will
detail latter in this section, simple replacement of the 14 element network with 150
isotopes in the fully implicit Backward Euler integration scheme represents a several
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hundred-fold increase in the computational cost. Given the current 5% of execution
time required by the alpha network in the current simulations, this cost is prohibitive.
To explore the detailed nucleosynthesis with CHIMERA v1.0 we will adopt a post-
processing approach, which is widely used in supernova nucleosynthesis calculations
[145, 118]. In this approach, a simplified approximation (in our case anα-network) is
used to calculate the compositional change and resulting rate of nuclear energy gen-
eration within the hydrodynamic model. Subsequently, the temperature and density
histories for individual mass elements from the supernova model are then used as input
for separate larger nucleosynthesis calculations. Performing post-processing calcula-
tions based on one dimensional models is relatively straightforward, since most one
dimensional astrophysical simulations are Lagrangian. Thus the needed temporal his-
tories of temperature and density are simply those of the individual Lagrangian mass
elements. However, in multi-dimensions, non-smooth fluid motions result in highly
tangled Lagrangian grids. As a result, Eulerian hydrodynamics, where the discretiza-
tion occurs in space rather than mass, is used in CHIMERA and most multidimensional
stellar astrophysics simulations. Because Eulerian codes use spatial discretization, the
Lagrangian thermodynamic histories which are a natural result in a Lagrangian code
are unavailable. For this reason we are implementing a tracer particle approach, us-
ing predictor-corrector integration for the particle path, within our supernova neutrino
radiation hydrodynamics models. Integration along the thermodynamic histories gath-
ered from these tracers using XNet and a large reaction network, will allow detailed
assessment of the composition of the supernovae ejecta in our models.

Thermonuclear Reaction Rates

Composed of a system of first order differential equations, the nuclear reaction network
has sink and source terms representing each of the many nuclear reactions involved.
Prior to discussing the numerical difficulties posed by the nuclear reaction network, it
is necessary to understand the sets of equations we are attempting to solve. To this end,
we present a brief overview of the thermonuclear reaction rates of interest and how
these rates are assembled into the differential equations that must ultimately be solved.
For more detailed information, we refer the reader to several textbooks covering this
subjects [43, 137, 6].

There are a large number of types of nuclear reactions which are of astrophysi-
cal interest. In addition to the emission or absorption of nuclei and nucleons, nuclear
reactions can involve the emission or absorption of photons (γ-rays) and leptons (elec-
trons, neutrinos, and their anti-particles). As a result, nuclear reactions involve three
of the four fundamental forces, the nuclear strong, electromagnetic and nuclear weak
forces. Reactions involving leptons (termed weak interactions) proceed much more
slowly than those involving only nucleons and photons; however, these reactions are
important because only weak interactions can change the global ratio of protons to
neutrons.

The most basic piece of information about any nuclear reaction is the nuclear cross
section. The cross section for a reaction between targetj and projectilek is defined by
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σ =
number of reactions target−1sec−1

flux of incoming projectiles
=
r/nj
nkv

. (224)

The second equality holds when the relative velocity between targets of number density
nj and projectiles of number densitynk is constant and has the valuev. Thenr, the
number of reactions per and sec, can be expressed asr = σvnjnk. More generally,
the targets and projectiles have distributions of velocities, in which caser is given by

rj,k =
∫
σ(|~vj − ~vk|)|~vj − ~vk|d3njd

3nk. (225)

The evaluation of this integral depends on the types of particles and distributions which
are involved. For nucleij andk in an astrophysical plasma, Maxwell-Boltzmann statis-
tics generally apply; thus,

d3n = n(
m

2πkBT
)3/2 exp(− mv2

2kBT
)d3v, (226)

allowingnj andnk to be moved outside of the integral. Eq. 225 can then be written as
rj,k =j,k njnk, where is the velocity integrated cross section. Equivalently, one can
express the reaction rate in terms of a mean lifetime of particlej against destruction by
particlek,

τk(j) =
1

j,knk
(227)

For thermonuclear reactions, these integrated cross sections have the form [43, 52]

〈j, k〉 ≡j,k= (
8
µπ

)1/2(kBT )−3/2

∫ ∞

0

Eσ(E)exp(−E/kBT )dE, (228)

whereµ denotes the reduced mass of the target-projectile system,E the center of mass
energy,T the temperature andkB is Boltzmann’s constant.

Experimental measurements and theoretical predictions for these reaction rates pro-
vide the data input necessary to study astrophysical thermonuclear kinetics. While de-
tailed discussion of individual rates is beyond the scope of this report, the interested
reader is directed to the following reviews. Experimental nuclear rates and the method-
ology for measuring them have been reviewed in detail by [137, 83]. The charged
particle reaction rates which are important in later stages of stellar evolution and su-
pernovae are reviewed by [28]. Experimental neutron capture cross sections are also
summarized by [82, 9]. Theoretical modeling of these rates [47, 97] is vitally impor-
tant to provide the many rates for which experimental information is incomplete or
nonexistent.

When particlek in Eq. 225 is a photon, the distributiond3nk is given by the Plank
distribution. Furthermore, the relative velocity is alwaysc and thus the integral is
separable, simplifying to

rj =
∫
d3nj

π2(c~)3

∫ ∞

0

cσ(Eγ)E2
γ

exp(Eγ/kBT )− 1
dEγ ≡ λj,γ(T )nj . (229)
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In practice it is not usually necessary to directly evaluate the photodisintegration cross
sections [for exceptions see,[112]], because they can be expressed by detailed balance
in terms of the capture cross sections for the inverse reaction,l +m→ j + γ [52] .

λj,γ(T ) = (
GlGm
Gj

)(
AlAm
Aj

)3/2(
mukBT

2π~2
)3/2〈l,m〉 exp(−Qlm/kBT ). (230)

This expression depends on the partition functions,Gk =
∑
i(2Ji+1) exp(−Ei/kBT )

(which account for the populations of the excited states of the nucleus), the mass num-
bers,A, the temperatureT , the inverse reaction rate〈l,m〉, and the reactionQ-value
(the energy released by the reaction),Qlm = (ml +mm−mj)c2. Since photodisinte-
grations are endoergic, their rates are vanishingly small until sufficient photons exist in
the high energy tail of the Planck distribution with energies> Qlm. As a rule of thumb
this requiresT≈Qlm/30kB .

In practice, these experimental and theoretical reaction rates are determined for
bare nuclei, while in astrophysical plasmas, these reactions occur among a background
of other nuclei and electrons. As a result of this background, the reacting nuclei experi-
ence a Coulomb repulsion modified from that of bare nuclei. For high densities and/or
low temperatures, the effects of this screening of reactions becomes very important.
Under most conditions (with non-vanishing temperatures) the generalized reaction rate
integral can be separated into the traditional expression without screening [Eq. 228]
and a screening factor,

〈j, k〉∗ = fscr(Zj , Zk, ρ, T, ni)〈j, k〉. (231)

This screening factor is dependent on the charge of the involved particles, the density,
temperature, and the composition of the plasma. For more details on the form offscr,
see, , [138, 48, 76, 23].

In stellar plasmas, target nuclei also do not exist solely in their ground states. This
complicates the rate expression in Eq. 228, which now must take into account the
cross sections for capture out of the different excited states and properly weight them
according to their probability of occurrence in the ensemble of target nuclei. Because
the timescales for transitions between excited states of a nucleus are typically much
shorter than other reaction timescales, it is usually valid to assume that the nuclei are
internally equilibrated and a given excited state is populated in the ensemble by the
usual Boltzmann factor∝ e−E/kBT , whereE now is the excitation energy of that state.
From this, one may derive a factor, called thestellar enhancement factor(SEF), to
correct the ground-state reaction rate for the population of excited states [see, e.g.,[133,
2]].

A procedure similar to that used to derive Eq. 229 applies to captures of electrons
by nuclei. Because the electron is 1836 times less massive than a nucleon, the velocity
of the nucleusj in the center of mass system is negligible in comparison to the electron
velocity (|~vj − ~ve| ≈ |~ve|). In the neutral, completely ionized plasmas typical of the
astrophysical sites of nucleosynthesis, the electron number density,ne, is equal to the
total density of protons in nuclei,

∑
i Zini. However in many of these astrophysical

settings the electrons are at least partially degenerate, therefore the electron distribu-
tion cannot be assumed to be Maxwellian. Instead the capture cross section may be
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integrated over a Boltzmann, partially degenerate, or degenerate Fermi distribution of
electrons, depending on the astrophysical conditions. The resulting electron capture
rates are functions ofT andne, rj = λj,e(T, ne)nj . Similar equations apply for the
capture of positrons which are in thermal equilibrium with photons, electrons, and nu-
clei. Electron and positron capture calculations have been performed for a large variety
of nuclei with mass numbers between A=20 and A=100 [for more information see,
[99]]. For normal decays, like beta or alpha decays, with a characteristic half-lifeτ1/2,
Eq. 229 also applies, with the decay constantλj = ln 2/τ1/2. In addition to innumer-
able experimental half-life determinations, beta-decay half-lives for a wide range of
unstable nuclei have been predicted [22, 113].

Even though the size of the neutrino scattering cross section on nuclei and electrons
is very small, in supernovae, the large neutrino flux causes enough events to occur to
effect the nuclear composition. Under such conditions the inverse process to electron
capture (neutrino capture) occurs in significant numbers and the neutrino capture rate
can be expressed in a form similar to Eqs. 229 by integrating over the neutrino distri-
bution [62]. Inelastic neutrino scattering on nuclei can also be expressed in this form
[80]. The latter can cause particle emission, similar to photodisintegration. Treatment
of these processes in the NSE regions is treated fully self-consistently in the MGFLD
code through tabulated rates for these processes folded over a detailed NSE distribu-
tion. In the outer, non-NSE regions sufficient captures and scattering occur to affect
the matter composition, but the impact of the neutrino luminosity and distribution is
negligible. Thus neutrinos reactions should be included in the thermonuclear reaction
network, but the corresponding transport opacities may be neglected.

Thermonuclear Rate Equations

The large number of reaction types discussed in§0.10.3 can be divided into 3 functional
categories based on the number of reactants which are nuclei. The reactions involving a
single nucleus, which include decays, electron and positron captures, photodisintegra-
tions, and neutrino induced reactions, depend on the number density of only the target
species. For reaction involving two nuclei, the reaction rate depends on the number
densities of both target and projectile nuclei. There are also a few important three-
particle process (like the triple-α process) which are commonly successive captures
with an intermediate unstable target. Using an equilibrium abundance for the unstable
intermediate, the contributions of these reactions are commonly written in the form of
a three-particle processes, depending on a trio of number densities. Grouping reactions
by these 3 functional categories, the time derivatives of the number densities of each
nuclear species in an astrophysical plasma can be written in terms of the reaction rates,
r, as

∂ni
∂t

∣∣∣∣
ρ=const

=
∑
j

N i
j rj +

∑
j,k

N i
j,krj,k +

∑
j,k,l

N i
j,k,lrj,k,l, (232)

where the three sums are over reactions which produce or destroy a nucleus of species
i with 1, 2 & 3 reactant nuclei, respectively. TheN s provide for proper accounting
of numbers of nuclei and are given by:N i

j = Ni, N i
j,k = Ni/

∏nj,k
m=1 |Nm|!, and

N i
j,k,l = Ni/

∏nj,k,l
m=1 |Nm|!. TheN ′

is can be positive or negative numbers that specify
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how many particles of speciesi are created or destroyed in a reaction, while the de-
nominators, including factorials, run over thenj,k or nj,k,l different species destroyed
in the reaction and avoid double counting of the number of reactions when identical
particles react with each other (for example in the12C + 12C or the triple-α reactions;
for details see [52]).

In addition to nuclear reactions, expansion or contraction of the plasma can also
produce changes in the number densitiesni. To separate the nuclear changes in compo-
sition from these hydrodynamic effects, the nuclear abundanceYi = ni/ρNA, where
NA is Avogadro’s number, is the quantity most commonly integrated. By recasting
Eq. 232 in terms of nuclear abundancesYi, a set of ordinary differential equations for
the evolution ofẎi results which depends only on nuclear reactions. In terms of the
reaction cross sections introduced in§0.10.3, this reaction network is described by the
following set of differential equations

Ẏi =
∑
j

N i
jλjYj+

∑
j,k

N i
j,kρNA〈j, k〉YjYk+

∑
j,k,l

N i
j,k,lρ

2N2
A〈j, k, l〉YjYkYl. (233)

Solving the Nuclear Reaction Network

In principle, the initial value problem presented by the nuclear reaction network for
an isolated region can be solved by any of a large number of methods discussed in
the literature. However the physical nature of the problem, reflected in theλ’s and ’s,
greatly restricts the optimal choice. The large number of reactions display a wide range
of reaction timescales,τ (see Eq. 227). Numerical systems whose solutions depend
on a wide range of timescales are termedstiff. [65] demonstrated that even a single
equation can be stiff if it has both rapidly and slowly varying components. Practically,
stiffness occurs when the limitation of the timestep size is due to numerical stability
rather than accuracy. A more rigorous definition [89] is that a system of equations
~̇Y (~Y ) is stiff if the eigenvaluesλj of the Jacobian∂ ~̇Y/∂~Y obey the criterion that for
negative<(λj) (the real part of the eigenvaluesλj)

S =
max|<(λj)|
min|<(λj)|

� 1 (234)

for j = 1, · · · , N . As we will explain in this section,S > 1015 is not uncommon in
astrophysics.

Astrophysical calculations of nucleosynthesis belong to the general field of reac-
tive flows, and therefore share some characteristics with related terrestrial fields. In
particular, chemical kinetics, the study of the evolution of chemical abundances, is an
important part of atmospheric and combustion physics and produces sets of equations
much like Eq. 232 [for a through introduction see, [124]]. These chemical kinetics
systems are known for their stiffness and a great deal of effort has been expended on
developing methods to solve these equations. Many of the considerations for the choice
of solution method for chemical kinetics also apply to thermonuclear kinetics. In both
cases, temporal integration of the reaction rate equations is broken up into short in-
tervals because of the need to update the hydrodynamics variables. This favors one
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step, self starting algorithms. Because abundances must be tracked for a large number
of computational cells (hundreds to thousands for one dimensional models, millions
to billions for the coming generation of three dimensional models), memory storage
concerns favor low order methods since they don’t require the storage of as much data
from prior steps. In any event, both the errors in fluid dynamics and in the reaction
rates are typically a few percent or more, so the greater precision of these higher order
methods often does not result in greater accuracy.

Because of the wide range in timescales between strong, electromagnetic and weak
reactions, nuclear reaction networks are extraordinarily stiff. PP chain nucleosynthe-
sis, responsible for the energy output of the Sun, offers an excellent example of the
difficulties. The first reaction of the PP1 chain is1H(p, e+ν)2H, the fusion of two
protons to form deuterium. This is a weak reaction, requiring the conversion of a pro-
ton into a neutron, and releasing a positron and a neutrino. As a result, the reaction
timescaleτp(1H) is very long, billions of years for conditions like those in the solar
interior. The second reaction of the PP1 chain is the capture of a proton on the newly
formed deuteron,2H(p, γ)3He. For conditions like those in the solar interior, the char-
acteristic timescale,τp(2H) is a few seconds. Thus the timescales for two of the most
important reactions for hydrogen burning in stars like our Sun differ by more than 17
orders of magnitude [for a more complete discussion of the PP chain see, [43, 68]].
This disparity results not from a lack of1H + 1H collisions (which occur at a rate
Y (1H)/Y (2H) ∼ 1017 times more often than1H + 2H collisions), but from the rarity
of the transformation of a proton to a neutron. While the presence of weak reactions
among the dominant energy producing reactions is unique to hydrogen burning, most
nucleosynthesis calculations are similarly stiff, in part because of the need to include
weak interactions but also the potential for neutron capture reactions, which occur very
rapidly even at low temperature, following any release of free neutrons. The nature of
the nuclear reaction network equations has thus far limited the astrophysical usefulness
of the most sophisticated methods to solve stiff equations developed for chemical ki-
netics. For example, [114] have shown that asymptotic and quasi-steady state methods
have very limited success integrating astrophysical reaction networks. However work
to harness this resource continues.

For a set of nuclear abundances~Y , one can calculate the time derivatives of the

abundances,̇~Y using Eq. 233. The desired solution is the abundance at a future time,
~Y (t + ∆t), where∆t is the network timestep. For simplicity, most past and present
nucleosynthesis calculations use the simple finite difference prescription

~Y (t+ ∆t)− ~Y (t)
∆t

= (1−Θ)~̇Y (t+ ∆t) + Θ~̇Y (t). (235)

This choice is also supported by the advantages of coupling low order, single step
methods with hydrodynamics. WithΘ = 1, Eq. 235 becomes the explicit Euler method
while for Θ = 0 it is the implicit backward Euler method, both of which are first order
accurate. ForΘ = 1/2, Eq. 235 is the semi-implicit trapezoidal method, which is
second order accurate. XNet uses the fully implicit, backward Euler as this has been
most reliable for solving the stiff set of non-linear differential equations which form
most nuclear reaction networks, particularly those approaching equilibrium. Solving
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the fully implicit version of Eq. 235 is equivalent to finding the zeros of the set of
equations

~Z(t+ ∆t) ≡
~Y (t+ ∆t)− ~Y (t)

∆t
− ~̇Y (t+ ∆t) = 0 . (236)

This is done using the Newton-Raphson method [127], which is based on the Taylor
series expansion of~Z(t+ ∆t), with the trial change in abundances given by

∆~Y =

(
∂ ~Z(t+ ∆t)

∂~Y (t+ ∆t)

)−1

~Z , (237)

where∂ ~Z/∂~Y is the Jacobian of~Z.
Historically [5] and in some modern applications [84], each timestep consists of

only a single application of the procedure outlined in Eqs. 236 & 237. This semi-
implicit backward Euler method has the advantage of a relatively small and predictable
number of matrix solutions, but there are only heuristic checks that the chosen timestep
results in a stable or accurate solution. For fully implicit backward Euler schemes like
XNet, iteration using the procedure of Eqs. 236 & 237 continues until both∆~Y and
~Z are below some tolerance, providing a measure of the stability and accuracy. If this
convergence does not occur within a reasonable number of iterations, the timestep is
subdivided into smaller intervals until a converged solution can be achieved, allowing
the fully implicit backward Euler integration to respond to instability or inaccuracy in
a way that is impossible with the semi-implicit backward Euler approach. Higher order
methods allow better estimates of the truncation error by comparing the solutions of
different order schemes and sub-dividing the timestep if these errors are too large.

A potential numerical problem with the solution of Eq. 236 is the singularity of
the Jacobian matrix,∂ ~Z(t + ∆t)/∂~Y (t + ∆t). From Eq. 236, the individual matrix
elements of the Jacobian have the form

∂Zi
∂Yj

=
δij
∆t

− ∂Ẏi
∂Yj

=
δij
∆t

−
∑ 1

τj(i)
,

whereδij is the Kronecker delta, andτj(i) is the destruction timescale of nucleusi
with respect to nucleusj for a given reaction, as defined in Eq. 227. The sum accounts
for the fact that there may be more than one reaction by which nucleusj is involved
in the creation or destruction of nucleusi. Along the diagonal of the Jacobian, there
are two competing terms,1/∆t and

∑
1/τi(i). This sum is over all reactions which

destroy nucleusi, and is dominated by the fastest reactions. As a result,
∑

1/τi(i)
can be orders of magnitude larger than the reciprocal of the desired timestep,1/∆t.
This is especially a problem near equilibrium, where both destruction and the balanc-
ing production timescales are very short in comparison to the preferred timestep size,
resulting in differences close to the numerical accuracy (i.e. 14 or more orders of mag-
nitude). In such cases, the term1/∆t is numerically neglected, leading to numerically
singular matrices. One historical approach to avoiding this problem is to artificially
scale these short, equilibrium timescales by a factor which brings their timescale closer
to ∆t, but leaves them small enough to ensure equilibrium. While this approach has
been used successfully, the ad hoc nature of this artificial scaling renders these methods
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Figure 3: Graphic demonstration of the sparseness of the Jacobian matrix. The filled
squares represent the non-zero elements.

fragile. A more promising approach is to make directly use of equilibrium expressions
for abundances, which, as we will discuss in§0.10.3, also ensures the economical use
of computer resources.

Taking Advantage of Matrix Sparseness

For larger nuclear reaction networks, the Newton-Raphson method requires solution of
a moderately large (N = 100 − 3000) matrix equation for each zone. Since general
solution of a dense matrix scales asO(N3), this can make these large networks pro-
gressively much more expensive. While in principal, every species reacts with each of
the hundreds of others, resulting in a dense Jacobian matrix, in practice it is possible
to neglect most of these reactions. Because of theZiZj dependence of the repulsive
Coulomb term in the nuclear potential, captures of free neutrons and isotopes of H and
He on heavy nuclei occur much faster than fusions of heavier nuclei. Furthermore,
with the exception of the Big Bang nucleosynthesis and PP-chains, reactions involving
secondary isotopes of H (deuterium and tritium) and He are neglectable. Likewise,
photodisintegrations tend to eject free nucleons orα-particles. Thus, with a few im-
portant exceptions, for each nucleus we need only consider twelve reactions linking it
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to its nuclear neighbors by the capture of ann, p, α or γ and release a different one of
these four. The exceptions to this rule are the few heavy ion reactions important for
burning stages like carbon and oxygen burning where the dearth of light nuclei cause
the heavy ion collisions to dominate.

Fig. 3 demonstrates the sparseness of the resulting Jacobian matrix, for a 300
species network chosen to handle all the energy generating stages in the life of a mas-
sive star. The nuclei are indexed in order of increasing Z and then A. Of the 90,000
matrix elements, fewer than 5,000 are non-zero. In terms of the standard forms for
sparse matrices, this Jacobian is best described as doubly bordered, band diagonal.
With a border width,∆B, of 45 necessary to include the heavy ion reactions among
12C, 16O and20Ne along with the free neutrons, protons andα -particles and a band di-
agonal width,∆D, of 54, even this sparse form includes almost 50,000 elements. With
solution of the matrix equation consuming 90+% of the computational time, there is
clearly a need for custom tailored solvers which take better advantage of the sparseness
of the Jacobian [126]. To date best results for small to medium sized (N<200) matri-
ces are obtained with machine optimized dense solvers ( LAPACK) or matrix specific
solvers generated by symbolic processing [116, 115]. For larger matrices, generalized
sparse solvers, both custom built and from software libraries, are used [146]. XNet
includes the option of using the MA28 or PARDISO sparse matrix packages for large
reaction networks, but they do not provide significant advantages for matrices of the
sizes used in CHIMERA 1.0 or anticipated for CHIMERA 2.0.

Coupling Nuclear Reaction Networks to Hydrodynamics

Nuclear processes are tightly linked to the hydrodynamic behavior of the bulk medium.
Thermonuclear processes release (or absorb) energy, which alters the pressure and
causes hydrodynamic motions. These motions may disperse the thermonuclear ash
and bring a continued supply of fuel to support the thermonuclear flame. The com-
positional changes caused by thermonuclear reactions can also change the equation of
state and opacity, further impacting the hydrodynamic behavior. In CHIMERA, as in
all current multi-dimensional astrophysical simulations, these thermonuclear and hy-
drodynamic changes in local composition are treated in an operator split fashion. [116]
provides an authoritative overview and discusses the difficulties (and open issues) in-
volved when including nucleosynthesis within hydrodynamic simulations, but we here
summarize the basic issues as they relate to CHIMERA.

The coupling between thermonuclear processes and hydrodynamic changes can
be divided into two categories by considering the spatial extent of the coupling. Nu-
cleosynthetic changes in composition and the resultant energy release producelocal
changes in hydrodynamic quantities like pressure and temperature. The strongest of
these local couplings is the release (or absorption) of energy and the resultant change
in temperature. Changes in temperature are particularly important because of the ex-
ponential nature of the temperature dependence of thermonuclear reaction rates. Since
the nuclear energy release is uniquely determined by the abundance changes, the rate
of thermonuclear energy release,ε̇, is given by

ε̇nuc = −
∑
i

NAMic
2Ẏi(). (238)
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whereMic
2 is the rest mass energy of speciesi in . Since all reactions conserve nucleon

number, the atomic mass excessMex,i = Mi−Aimu (mu is the atomic mass unit) can
be used in place of the massMi in Eq. 238 [for a recent compilation of mass excesses
see,[7]]. The use of atomic mass units has the added benefit that electron conservation
is correctly accounted for in the case ofβ− decays ande− captures, though reactions
involving positrons require careful treatment. In general, the nuclear energy release is
deposited locally, so the rate of thermonuclear energy release is equal to the nuclear
portion of the hydrodynamic heating rate. However, there are instances where nuclear
products do not deposit their energy locally. Escaping neutrinos can carry away a
portion of the thermonuclear energy release. In the rarefied environment of supernova
ejecta at late times, positrons and gamma rays released byβ decays are not completely
trapped. In most such cases, the escaping particles stream freely from the reaction site,
allowing adoption of a simple loss term analogous to Eq. 238 withMic

2 replaced by
an averaged energy loss term. For this reason, weak reaction rate tabulations provide
averaged neutrino losses. From these we can construct

ε̇ν loss =
∑
i

〈Eν〉Ẏi,weak, (239)

where we consider only those contributions toẎ due to neutrino producing reactions.
For the deeper layers of the supernovae, subsequent interactions between the escap-
ing leptons or gamma rays and matter require complete transport to be considered, but
for the most part, in the ejecta the emitted neutrinos escape without further interac-
tions. Other important quantities which are impacted by nucleosynthesis, like , can
be obtained by appropriate sums over the abundances and also need not be evolved
separately.

Implicit solution methods require the calculation ofẎ (t + ∆t), where∆t is the
nuclear timestep, which in turn requires knowledge ofT (t + ∆t). One could write
a differential equation for the energy release analogous to Eq. 233, with theNs re-
placed by the reactionQ-values, and thereby evolve the energy release (and calculate
temperature changes) as an additional equation within the network solution. [115] has
shown that such a scheme can help avoid instabilities in the case of a physically iso-
lated zone entering or leaving nuclear statistical equilibrium. In general, however, use
of this additional equation is made unnecessary by the relative slowness with which the
temperature changes. The timescale on which the temperature changes is given by

τT = T/Ṫ ≈ CV T/ε̇nuc (240)

and is often called theignition timescale. The timescale on which an individual abun-
dance changes is itsburning time,

τ(AZ) = Y (AZ)/Ẏ (AZ) ∼ min
k
τk(AZ) (241)

whereτk(AZ) is defined in Eq. 227. In generalτT differs fromτ(AZ) of the princi-
ple fuel by the ratio of thermal energy content to the energy released by the reaction.
For degenerate matter this ratio can approach zero, allowing for explosive burning. In
contrast, accurate prediction of less abundant, but still important, species requires that
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the reaction network timestep∆t be chosen to be the burning timescale of a less abun-
dant species, typically with an abundance of10−6 or smaller [5]. Since the dominant
fuel is most often one of the more abundant constituents and the burning timescales
are proportional to the abundance,τT is typically an order of magnitude or more larger
than the reaction network timestep [150, 13]. It is therefore sufficient to calculate the
energy gain at the end of a timestep via equation 238, modified as discussed above,
and approximateT (t + δt) ≈ T (t) or to extrapolate based on (t). Since other locally
coupled quantities have characteristic timescales much longer than∆t, they too can be
decoupled in a similar fashion.

Spatial coupling, particularly the modification of the composition by hydrodynamic
movements such as diffusion, convective mixing and advection (in the case of Eule-
rian hydrodynamics methods), represents a more difficult challenge. By necessity, an
individual nucleosynthesis calculation examines the abundance changes in a locality
of uniform composition. The difficulties associated with strong spatial coupling of
the composition occur because this nucleosynthetic calculation is spread over an en-
tire hydrodynamic zone. Convection and other fluid movements can result in strong
abundance gradients across a single hydrodynamic zone, which with the assumption
of compositional uniformity, can result in very different outcomes as a function of the
fineness of the hydrodynamic grid. This is a much bigger issue for thermonuclear su-
pernovae, where the thickness of the flame front can be billionths of the radius of the
white dwarf [121, 85]. Eulerian advection of compositional boundaries can also have
extremely unphysical consequences. [61] demonstrated how this artificial mixing can
produce an unphysical detonation in a shock tube calculation by mixing cold unburnt
fuel into the hot burnt region. A related problem is the conservation of species. Hy-
drodynamic schemes must carefully conserve the abundances (or partial densities) of
all species [61, 90, 125], lest they provide unphysical abundances to the nucleosyn-
thesis calculations, which must assume conservation, and thereby produce unphysical
results. Because of these problems, hydrodynamic methods with excellent capture of
shocks and contact or compositional discontinuities are best suited to nucleosynthesis
calculations. This is, in part, the motivation for the use of PPM hydrodynamics in
CHIMERA. To maximize this accuracy, the Consistent Multifluid Advection (CMA)
scheme of [125] has been implemented in CHIMERA.

The relative size of the burning timescales, when compared to the relevant dif-
fusion, sound crossing or convective timescale, dictates how these problems must be
addressed. If all of the burning timescales are much shorter than the timescale on which
the hydrodynamics changes the composition, then the assumption of uniform composi-
tion is satisfied and the nucleosynthesis of each hydrodynamic zone can be treated in-
dependently. If all of the burning timescales are much larger than, for example, the con-
vective timescale, then the composition of the entire convective region can be treated
as uniform and slowly evolving. The greatest complexity occurs when the timescales
on which the hydrodynamics and nucleosynthesis change the composition are similar.
Hydrostatic oxygen shell burning represents an excellent example of this as the sound
travel, convective turnover and nuclear burning timescales are all of the same order as
the evolutionary time. The results of 2D simulations [12, 101] demonstrate convective
overshooting, highly non-uniform burning and a velocity structure dominated by con-
vective plumes. Hydrostatic silicon burning represents a different challenge [6], as the
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timescales for the transformation of silicon to iron are much slower than the convective
turnover time, but the burning timescales for the free neutrons, protons andα-particles
which maintain QSE are much faster, providing a strong motivation for the hybrid
reaction networks we will discuss in§0.10.3. In the cases of explosive oxygen and
silicon burning in core collapse supernovae, the driving of the nuclear burning by the
shock wave results in much faster nuclear burning timescales weakening the coupling
between burning and mixing.

Toward in-situ nucleosynthesis: the QSE-reduced Network

As discussed previously, the use of a 14 elementα-network within CHIMERA v1 mod-
els is a compromise between execution time and physical accuracy for the detailed nu-
cleosynthesis. Even with the larger post-processing calculations using tracer particles
providing abundance information for a wider variety of species, questions will remain
because post-processing, though widely used in supernova nucleosynthesis calcula-
tions, has significant drawbacks. The primary limitation in a post-processing approach
is the accuracy of the energy generation rate provided by the approximation included
within the hydrodynamics. For energetically unimportant supernova nucleosynthesis
processes, like theν, p- and r-processes, post-processing is probably adequate. In-
deed, given uncertainties in how macroscopic mixing on the scale of the Eulerian grid
translates into microscopic mixing at the nuclear reaction scale, post-processing is po-
tentially beneficial for these processes. For oxygen, neon and carbon burning in the
outer layers of core, the nuclear energy release is a fraction (10-20%) of the energy
imparted by the shock, however our recent work [27, 105] suggests the coupling of
this nuclear energy release to the hydrodynamic instabilities can provide a much larger
impact. For the innermost supernova ejecta, the nuclear energy released by the recom-
bination ofα-particles into iron (and neighboring) nuclei(1− 2× 1018) is comparable
to the change in the thermal energy of this gas due to expansion during the same time,
thus there is significant feedback between the rate of this nuclear recombination and
the temperature evolution which is driving the recombination. Theα-richness of the
matter, and thus the abundance of species like44Ti, 57Fe,58Ni and60Zn [157], there-
fore depends critically on this feedback. These qualitative arguments for the need to
better couple modeling of the supernova mechanism and the resulting nucleosynthesis
are backed up by recent simulations [86, 129, 128, 55, 56] which show that considera-
tion of the effects of neutrino interactions, convection and other important features of
the mechanism alters the production and distribution of heavy elements in the ejecta. In
spite of the computational cost, only by extending CHIMERA, and competing models,
to include nucleosynthesis beyond anα-network can these impacts be fully understood.

Recently developed methods should accelerate our ability to do this. [71] have
achieved factors of 5-10 decrease in the computational cost of the network during the
most computationally expensive supernova burning phases by employing local partial
equilibria (termed quasi-equilibrium or QSE) to reduce size of the system of equations
which must be integrated. With modest further refinement, these QSE-reduced net-
works will enable self-consistent nucleosynthesis within the radiation-transport prob-
lem at a cost only a few times the current simulations. As we noted in the previous
section, while global NSE may not always apply for temperatures in the range 3-6 ,
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many nuclei are in local equilibrium with their neighbors. Beginning with [21], a num-
ber of attempts have been made to take advantage of these partial equilibria (termed
quasi-equilibria or QSE) to reduce the number of independent variables evolved via
rate equations and thereby reduce the computational cost of modeling these burning
stages. To evolve the abundances of every member of a QSE group, it is sufficient to
evolve the abundance of any single group member along with the abundances of the free
nucleons. One can thereby reduce the number of abundances that are evolved, while
still calculating, from QSE relations, the abundances of all members of a QSE group
and the resultant reaction rates, including the electron and neutrino capture reactions
responsible for changes in the neutronization. The result is a more computationally
efficient method that retains the accuracy of the full network and yields abundances for
all nuclei found in the full network. Such methods have been applied to theα-network
and produced networks that are twice as fast as the minimalα-chain network, without
significantly affecting the nuclear evolution [70, 147]. Reductions of an order of mag-
nitude in computational cost have been achieved [54, 71] for QSE-reduced networks
of the size necessary to capture the essential features of supernova nucleosynthesis and
we believe greater savings are possible with further refinement.

As an example, we will discuss the QSE-reducedα-network. Its mission is to
evolve the abundances of the full 14 elements of a conventionalα-network (which we’ll
call ~Y F ), and calculate the resulting energy generation, in a more efficient way. Under
conditions where QSE applies, the existence of the silicon and iron peak QSE groups
(which are separated by the nuclear shell closures Z=N=20 and the resulting small Q-
values and reaction rates) allows calculation of these 14 abundances from 7. For the
members of the silicon group (28Si, 32S, 36Ar, 40Ca, 44Ti) and the iron peak group
(48Cr, 52Fe, 56Ni, 60Zn) the individual abundances can be calculated by expressions
similar to Eq. 223,

YQSE,Si(AZ) =
C(AZ)
C(28Si)

Y (28Si)Y
A−28

4
α

YQSE,Ni(AZ) =
C(AZ)
C(56Ni)

Y (56Ni)Y
A−56

4
α , (242)

whereC(AZ) is defined in Eq. 223 and(A − 28)/4 and(A − 56)/4 are the number
of α-particles needed to constructAZ from 28Si and56Ni, respectively. Where QSE
applies,~Y F is a function of the abundances of a reduced nuclear set,R, defined asα,
12C, 16O, 20Ne, 24Mg, 28Si, 56Ni and we need only evolve~Y R. It should be noted
that24Mg is ordinarily a member of the silicon QSE group [6, 156, 72], but for easier
integration of prior burning stages with a conventional nuclear network, we will evolve
24Mg independently. The main task when applying such hybrid schemes is finding
the boundaries of QSE groups and where individual nuclei have to be used instead.
Treating marginal group members as part of a group increases the efficiency of the
calculation, but may decease the accuracy.

While ~Y R is a convenient set of abundances for calculating~Y F , it is not the most
efficient set to evolve, primarily because of the non-linear dependence onYα. In-
stead we define a set of group abundances,~Y G= [YαG, Y (12C), Y (16O), Y (20Ne),
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Y (24Mg), YSiG, YFeG] where

YαG = Yα +
∑

i∈Si group

Ai − 28
4

Yi +
∑

i∈Fe group

Ai − 56
4

Yi ,

YSiG =
∑

i∈Si group
Yi , (243)

YFeG =
∑

i∈Fe group
Yi .

Physically,YαG represents the sum of the abundances of freeα-particles and those
α-particles required to build the members of the QSE groups from28Si or 56Ni, while
YSiG andYFeG represent the total abundances of the silicon and iron peak QSE groups.
This method, which here is applied only to the chain ofα-nuclei can also be generalized
to arbitrary networks [71]. For larger networks which contain nuclei withN 6= Z, one
must be able to follow the abundances of free neutrons and protons, particularly since
weak interactions will change the global ratio of neutrons to protons. In place ofYαG in
Eq. 243, one constructsYNG =

∑
i,lightNiYi+

∑
i,Si(Ni−14)Yi+

∑
i,Fe(Ni−28)Yi

andYZG =
∑
i,light ZiYi +

∑
i,Si(Zi − 14)Yi +

∑
i,Fe(Zi − 28)Yi, if 28Si and56Ni

are chosen as the focal nuclei for the Si and Fe groups.
Corresponding to this reduced set of abundancesG is a reduced set of reactions,

with quasi-equilibrium allowing one to ignore the reactions among the members of the
QSE groups. Unfortunately, the rates of these remaining reactions are functions of the
full abundance set,~Y F , and are not easily expressed in terms of the group abundances,
~Y G . Thus, for each~Y G , one must solve for~Y R and, by Eq. 242,~Y F , in order to

calculate
˙
~ GY which is needed to evolve~Y G via Eq. 235. Furthermore, Eq. 237 requires

the calculation of the Jacobian of~Z, which can not be calculated directly since
˙
~ GY

cannot be expressed in terms of~Y G . Instead it is sufficient to use the chain rule,

∂
˙
~ GY

∂~Y G
=
∂

˙
~ GY

∂~Y R
∂~Y R

∂~Y G
(244)

to calculate the Jacobian. Analytically, the first term of the chain rule product is easily
calculated from the sums of reaction terms, while the second term requires implicit dif-
ferentiation using Eq. 243. Additional details and comparisons with the fullα-network
are demonstrated by [70] [see also, [147]]. A generalized implementation is detailed
in [71].

0.11 CHIMERA Problem Statement and Results

0.11.1 Q2

We simulate the collapse, bounce, and post-bounce evolution of a 11 solar mass star
(progenitor model s11.2 (Woosley, private communication) using CHIMERA. The sim-
ulation resolution is 256 radial zones and 256 angular zones in space and uses 20 energy
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groups to resolve the neutrino spectra. Nuclear burning is approximated with an alpha
network spanning4He to 60Zn using 14 nuclei. The gravitational field in the star is
assumed Newtonian.

We performed a benchmark run to test the performance of the code. The bench-
mark consists of a finite number of evolution timesteps. A full simulation of collapse,
bounce, and post-bounce evolution is prohibitive for this purpose, as it requires more
than 300 wallclock hours, even given dedicated access. The benchmark consisted of
10 full transport timesteps of the full 256x256 model problem (incorporating all the
physics described above). Hydrodynamic subcycling was implemented, with 20 hy-
drodynamic timesteps per transport step.

The benchmark was executed on jaguar at the NCCS (http://info.nccs.gov/resources/jaguar).
256 “XT3” processors were specified in the job submission.

We consider the wallclock time per hydrodynamic step to be the most reasonable
timing metric. Our benchmark run produced 3.06 s/step for the 2D problem.

0.11.2 Q4

We have extended and partially re-engineered CHIMERA to allow for three spatial
dimensions to be evolved by the code. We repeated our benchmark simulation from
Q2, save only for the fact that we now perform the problem in 3D. All the attendant
input physics remain the same as in Q2, as does the input deck. We again performed
10 full transport timesteps of the full model problem (now using 256 radial zones and
an angular resolution of 32x64). Hydrodynamic subcycling was implemented, with
20 hydrodynamic timesteps per transport step. 2048 “XT3” processors of jaguar were
used.

Epoch Dimensionality processes wallclock time/step (s)
Q2 2 256 3.06
Q4 3 2048 3.25

The new 3D version of CHIMERA is able to evolve a much more realistic (in that it
relaxes the assumption of axisymmetry) model of core collapse and explosion than be-
fore at essentially the same cost in wallclock time. Our new domain decomposition for
the hydrodynamics is the primary reason for this excellent scaling behavior. The new
“pencil” decomposition involves 2 smaller transposes (over each directionally-split di-
mension normal to the current sweep) rather than one global transpose per fractional
timestep. These smaller transposes are much more easily handled by the XT network.

0.12 CHIMERA Verification

The verification of the CHIMERA code has proceeded along two major lines: (1) Ver-
ification of CHIMERA’s individual modules (e.g., the hydrodynamics module). (2)
Verification of the CHIMERA simulation output against full, multi-physics, spherically
symmetric core collapse supernova simulations performed with the Agile-BOLTZTRAN
code [94]. We report on the latter here.
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In figure 4, the agreement is evident between CHIMERA and Agile-BOLTZTRAN
for the stellar core electron fraction, entropy, and velocity profiles at 200 milliseconds
after bounce, which is during the critical shock reheating/revival phase. All three quan-
tities are sensitive measures of the numerical treatment of stellar core neutrino trans-
port and thermodynamics/hydrodynamics. The differences at the shock are largely
associated with the different numerical hydrodynamics methods used in the two codes,
although some of the differences there, and overall, are associated with the different
number of radial zones used in the runs, with CHIMERA deploying 256 zones and
Agile-BOLTZTRAN deploying 96 and 192 zones, respectively. CHIMERA is based
on the piecewise parabolic method (PPM) and uses a fixed Eulerian grid. PPM, which
is based on a Riemann solution at shock interfaces, is ideally suited to flows involv-
ing shocks. Agile-BOLTZTRAN is based on a second-order finite difference repre-
sentation but uses an adaptive radial grid. Generally, the PPM treatment will better
resolve shocks and more accurately compute the jump in quantities such as entropy
across it. The different electron fraction profiles below 10 km, with CHIMERA gen-
erating slightly higher values, is associated with the slightly lower values computed by
CHIMERA for the stellar core entropy in this region. The lower core entropy is again
a result of the different numerical hydrodynamics methods. A lower entropy leads
to a lower proton fraction in this region, which in turn leads to less electron capture
and, consequently, higher electron fractions. The different entropy profiles ahead of
the shock are the result of different treatments of non-NSE material, with CHIMERA
implementing a nuclear network and Agile-BOLTZTRAN treating all non-NSE mate-
rial as silicon. These minor differences do not have ramifications for the overall core
collapse supernova dynamics, which is very clearly the same for both codes.

0.13 Toward the Petascale and Higher-Fidelity 3D Sim-
ulations

0.13.1 Architectural Perspective

From a high-level architectural perspective, petascale machines will have multiple
nodes, each with a shared memory footprint. Moreover, every processor used in these
systems will be a multi-core socket. The interconnect network will have robust band-
width and a hierarchical topology; some systems may even have multiple networks for
specific functionality. This means there will be at least three levels of concurrency to
be managed by the software used to construct an application. Most codes today are
managed at one level using either MPI or OpenMP. If the petascale system has ac-
celerator technology ( FPGA or Cell-based systems) there will be even more complex
software interactions required. A schematic petascale system will have 4 to 100 cores
on a socket, the node will likely have a shared memory region of 4 to 512 processors,
and there will be 30,000 to 100,000 nodes. This will lead to millions of threads of
execution to be managed by application software. Our development plan is designed to
maximize the efficiency with which CHIMERA can utilize such an architecture within
the code architecture we have already established. Our path forward presents a special
opportunity for early coding and testing on petascale hardware because CHIMERA
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Figure 4: A snapshot and comparison of the electron fraction, entropy, and velocity
profiles at 200 ms after stellar core bounce, computed with the CHIMERA and Agile-
BOLTZTRAN codes.
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will encapsulate a remarkable range of algorithms and a variety of implementations for
this type of machine ( PGAS languages, MPI, threads) in an integrated whole. This
testbed is already well-developed, with a clear path forward, as delineated below.

0.13.2 Science Overview

The existing CHIMERA code will be used to perform the first three-dimensional,
multi-physics core collapse supernova simulations with multi-frequency neutrino trans-
port. Low-resolution simulations are currently running on the Cray XT4 at the ORNL
Leadership Computing Facility. Higher resolution runs are planned for the 250 TF T2O
period in early calendar 2008. The jump to both three spatial dimensionsand multi-
frequency (as opposed to “gray”) transport will mark a quantum leap in realism in core
collapse supernova modeling. These simulations will be performed with (1) theθ axis
excised from the simulation domain to avoid the coordinate singularity there, (2) spher-
ical (as opposed to three-dimensional) gravity, (3) a spherical general relativistic cor-
rection to the spherical Newtonian gravitational field, and (4) an “α” network of nuclei
consisting of 17 isotopes, which is sufficient to capture the gross energetics of nuclear
burning in core collapse supernovae but not the detailed element synthesis (which re-
quires at least 150 isotopes). Following these first three-dimensional simulations, each
of the above approximations will be removed and higher-fidelity 3D simulations will be
performed. The coordinate singularity atθ = 0 will be removed with the deployment
of the Yin–Yang grid; the approximation of Newtonian spherical gravity will be re-
laxed with a full solution of the three-dimensional Poisson equation and, subsequently,
the Poisson solution and spherical correction for general relativity will be replaced by
the conformally flat approximation (CFA) and, ultimately, a complete (BSSN) Ein-
stein equation solve; and a 150-isotope network will eventually replace theα network,
which will require the development of “quasi-equilibrium (QSE)” techniques to ac-
commodate this many isotopesin situ in a three-dimensional model. Also planned is
an eventual swap of the transport module in CHIMERA, from multi-frequency flux-
limited diffusion (mCHIMERA) to multi-frequencyandmulti-angle Boltzmann trans-
port (bCHIMERA).

0.13.3 Effective Utilization of Multi-Core Sockets

At present, CHIMERA assigns a single MPI task to each core when running on the Cray
XT4. As the complexity of the thermonuclear burning and the phase space resolution
of the neutrino transport increase, the most efficient way to exploit multiple cores on a
socket will be to expose the parallelism inherent in those modules. At that point, each
multi-core socket will be assigned to a single MPI task, and the multiple cores will be
marshaled to perform the “local” computation inherent in the thermonuclear kinetics
and neutrino transport.

In each case, we have two options for implementation, assuming the requisite op-
erating system and language support are available on the petascale platforms: using
MPI sub-communicators or using a hybrid MPI/threaded strategy. Each method intro-
duces some degree of overhead, but the amount and impact of that overhead is strongly
implementation dependent. Therefore, we intend to investigate both possibilities on
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particular hardware platforms. The exploration of these strategies, as in the case of
our I/O developments, is concerned with risk mitigation. No matter which is the more
efficient implementation, the amount of inherent parallelism still present in our prob-
lem will provide ample opportunity for performance enhancement. If, on the other
hand, our approach merely rearranged already exposed parallelism ( by hybridizing the
spatial domain decomposition), our strategy would likely have less chance of success.

The thermonuclear burning module of CHIMERA has a straightforward multi-core
implementation. Because each zone in a ray is evolved separately, these tasks can be
performed concurrently on individual cores. Furthermore, by performing a cyclic de-
composition along a ray (i.e. core 1 might evolve zones 1, 17, 33, etc., while core 2
evolves zone 2, 18, 34, etc.), a natural load balancing can be achieved with no addi-
tional work. As the temperature of a zone predominantly determines the amount of
computation necessary in the thermonuclear burning module and the temperature pro-
file remains roughly spherically symmetric even in multidimensional simulations, each
core will perform approximately the same number of FLOPs using this method.

The neutrino transport module also presents unrealized parallelism in the form of
physics-based preconditioning. Many of the non-zeroes in the sparse linear system that
stems from linearizing the MGFLD equations occur in diagonal blocks. These blocks
represent local weak interaction physics, neutrino scattering on matter components.
An effective preconditioner inverts these local blocks (or some approximation to these
blocks) (see [46]). As these inversions are independent of one another, they can also
be carried out concurrently. We have previously implemented a hybrid MPI/OpenMP
preconditioner of this type for MGBT transport [46]. We expect that adapting a version
of this preconditioner for the MGFLD module in CHIMERA will be straightforward.
The conversion of the preconditoner to use a MPI sub-communicator should also prove
relatively straightforward, as the threaded portions of the present code consist of a
series of PARALLEL DO sections. More work will center on determining useful and
effective sparse approximations to a full LU decomposition of the diagonal blocks.

The replacement of the MGFLD transport module with one for Boltzmann neutrino
transport will utilize multi-core sockets a bit differently, but efficiently. The Boltzmann
solver has already been parallelized using a domain decomposition in radius. This
solver could easily be adapted to run directly on an MPI subcommunicator that spans
a socket, or the code can straightforwardly be converted to use a PGAS-language-
based decomposition across the socket. As the number of operations necessary for
Boltzmann transport solves easily exceeds that for MGFLD by 2 orders of magnitude
or more, overheads associated with this approach will not be an issue. Indeed, it will
be the floating-point performance of the cores themselves that will determine if these
important verification tests can even be attempted.

0.13.4 New Communication Strategies

Although the computational intensity of the hydrodynamics module is dwarfed by that
of the neutrino transport and thermonuclear burning components, the parallel perfor-
mance of the current version of CHIMERA is largely determined by the behavior of the
data transposes that occur between hydrodynamics sweeps. This realization becomes
especially important when we consider the spatial resolution to be used in production
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runs. We expect to perform simulations with CHIMERA with typical angular reso-
lutions of roughly 100×200 angular zones. This will necessitate strong scaling to at
least 20,000 sockets, a formidable task utilizing MPIALLTOALL, even when the data
transpose is not global. In collaboration with N. Wichmann of the Cray Supercom-
puting Center of Excellence we have begun to investigate the use of PGAS languages
(specifically Co-Array Fortran(CAF)) to overlap communication in the data transpose
between directional sweeps with computation. As individual “pencils” are evolved by
the hydrodynamics module they can be “shipped” into the data transpose while the
next one-dimensional sweep is performed. This strategy eliminates synchronization
penalties associated with load imbalance during the dimensional sweeps. This overlap
cannot occur during the thermonuclear burning/neutrino transport “loaded” directional
sweep, but the additional work performed in these components also limits the need to
overlap computation and communication in this stage. The success of this development
will depend on the availability of a reliable CAF (or, alternatively, UPC) compiler on
the target architectures. It will possible to mitigate against the risk of poor or absent
PGAS implementations by using some sort of remote memory access model ( ARMCI)
to accomplish the necessary communication. However, programming this implementa-
tion would be considerably less straightforward. Using modern remote memory access
libraries is relatively simple, but the nature of CAF and other PGAS languages provides
us with a marked degree of expressiveness for his problem.

0.13.5 Parallel I/O & Analysis Tools

The prodigious amount of data from CHIMERA simulations at the petascale will de-
mand robust solutions for parallel I/O. Given the long runtimes for supernova simula-
tion (we anticipate total wallclock times exceeding 2 weeks, even on sustained petaflop
platforms), defensive checkpointing is essential. As the thermonuclear kinetics and the
neutrino transport modules introduce a large number of additional (compared to pure
hydrodynamics) degrees of freedom at each grid point (tens of nuclear species, tens of
neutrino energy groups), the memory images for each checkpoint are a large fraction
of the total memory used to perform the simulation, approaching 20% of the memory
footprint (or more for MGBT). Therefore, I/O performance is essential to ensure that a
preponderance of the overall runtime is not taken up by simply writing restart files.

From a data management perspective, it is highly advantageous to reduce the num-
ber of files produced in each simulation as much as possible. Though methods and
strategies exist to hide the proliferation of individual inodes produced by per-process
I/O, we believe the exploratory nature of our data analysis needs ultimately requires
a manageable number of files to be produced and archived for future comparisons.
Therefore, collective I/O to fewer files is required. It should be noted that this aim
is somewhat antithetical to the first point, as the most effective bandwidth is almost
always realized by per-process I/O.

To strike an effective compromise between these two divergent aims, we have be-
gun to develop a modular I/O interface for CHIMERA that can make use of evolving
I/O methodologies, ranging from per-process to truly globally collective, along with an
intermediate solution where files are produced by a set of writer processes after being
collected from a subset of compute processes. The per-process I/O and collective writer
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modules currently produce raw binary files. Our global collective I/O module currently
produces HDF5 files. In none of these cases are we wedded to a particular file format:
our I/O infrastructure will allow us to produce pNetCDF files, serial NetCDF files, or
raw binary global files via MPI-IO just as easily. We view this range of I/O strategies
as risk mitigation: our preference is to produce platform-independent HDF5 files, one
per simulation data dump, which can more easily be stored, moved, and manipulated.
The collective writes and per-process I/O strategies are “fall-back” positions, as the
performance and robustness of collective I/O over hundreds of thousands of processes
is, to be conservative, a topic of active research.

In each case, we also are developing a set of data readers for each format for visual-
ization packages like ViSIT and EnSight. We will work closely with our collaborators
in the Visualization Task within the Scientific Computing Group at the ORNL Lead-
ership Computing facility to arrive at an optimal set of tools to extract the information
required for scientific insight from our data sets.

0.13.6 Data Movement and Workflow Management

The multiphysics nature of core-collapse supernova simulation results in large volumes
of high-dimensional data that are strongly correlated. The challenges of managing the
sheer volume of data are severe. Even more important is the need to glean insight
from the data themselves to ascertain causal relationships between phenomena ( the
influence of neutrino heating and thermonuclear energy generation on local mater dy-
namics) and, hopefully, to identify important or pathological features in simulations.
The CHIMERA team has a long history of collaboration with a variety of computer
science efforts concerned with data management and storage. The vagaries associ-
ated with the specific configuration of online and offline storage, the level of network
connectivity, and level of integration of petascale platforms with their surrounding in-
frastructure make dependence on any one set of tools chosen in advance foolish and
overly constraining. Instead, we will continue close collaboration with several groups
dedicated to producing tools that will (a) be robust, production-ready pieces of software
and (b) provide added value to our current mode and future modes of data analysis and
movement. Current computer science collaborations include:

• Designing data flow tools to integrate simulation and data analysis and provide
data provenance (M. Vouk, NCSU; funded through DOE)

• Using wide area distributed high-speed storage with Logistical Networking tools
(REDDiNET collaboration; funded through NSF/MRI)

• Developing and implementing tools for monitoring and steering large-scale sim-
ulations (N. Rao, ORNL; funded through UT-Battelle)

• Investigating new approaches to disk I/O that adapt to a users access patterns (X.
Ma, NCSU; funded through NSF)
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0.13.7 Spatial Grid

CHIMERA uses a spherical polar grid, the most intuitive and straightforward way to
implement the ray-by-ray approximation. This allows a quick upgrade path from the
existing 2D axisymmetric code, but the coordinate singularity of the polar axis presents
a significant problem. In addition to placing a severe Courant limit on the time step,
advection errors near the axis are extremely hard to eliminate (c.f. [18]). One method
to avoid artifacts of this coordinate singularity is to implement an overset grid [see the
Yin-Yang grid described in [81]] in CHIMERA. This scheme uses two spherical polar
grids aligned by 90 degrees with respect to each other. The polar regions of one grid
are replaced by the equatorial region of the other, with overlapping regions used to
implement boundary conditions. We have begun testing a 2D version of this scheme
(on a spherical surface), and expect to have a working 3D hydro version soon. We are
still left with a singularity at the coordinate origin, but from our experience with the
current 2D axisymmetric simulations, we do not expect this to present an intractable
problem.

0.13.8 Three-Dimensional Gravity

We have recently implemented the spectral Poisson solver of [117] in CHIMERA.
We have also begun to extend the implementation of this solver to three dimensions.
This approach has the distinct advantage of requiring only a single global sum across
processors. Furthermore, the computational work per zone scales only asNr(L+ 1)2,
whereNr is the number of zones in the radial direction andL is the order of the highest
spherical harmonics used in the expansion of the approximate potential. As a result,
this algorithm should prove both efficient and highly scalable. The single global sum,
though modest compared to the requirements of many Poisson solvers, does present
the possibility of a bottleneck. If the communication required proves to impair the
scalability of the method, the computational intensity presented by the thermonuclear
burning and neutrino transport modules provide ample work to be overlapped with
communication via the use of non-blocking MPI calls.

The most recent version of the code has also been augmented with an approxima-
tion to general relativity known as a pseudo-Newtonian potential [98] wherein the clas-
sical spherically averaged potential is replaced by a spherically averaged general rel-
ativistic potential. This approximation captures most of the post-Newtonian effects in
core-collapse scenarios and the gravitational waves produced using this technique have
been shown to be remarkably similar to those coming from fully relativistic treatments
[49, 50, 95]. However, given the exquisite energy balance inherent in the problem (the
explosion energy of 1051 erg is roughly 1% of the gravitational binding energy of the
nascent neutron star), core collapse simulations require precise conservation of energy
and a more accurate treatment of the gravitational fields will be needed. One approx-
imation – the Conformally Flat Approximation (CFA) [152, 153] – has shown superb
quality in supernova simulation [49, 50, 39]. The CFA approximates the full solution
to the Einstein equations by a series of flat spacetime snapshots that are deformed by a
conformal factor that can vary in space and time.

We plan to implement the CFA in CHIMERA in the framework of Yin-Yang grids.
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The success of this project relies on the development of highly scalable elliptic solvers
fine-tuned to the requirements of general relativistic simulations. These solvers will
have applicability in other areas of numerical research where the presence of compact
objects (such as black holes and neutron stars) makes the framework of general rela-
tivity a necessity. CHIMERA team member Marronetti has been part of the group that
developed the CFA technique (Wilson, Mathews & Marronetti 1996) and also a mem-
ber of the group that first introduced the ”moving puncture” method (Campanelli et al.
2006).

Later, we will implement a more fundamental formalism for general relativistic
gravity in CHIMERA known as BSSN [141, 11] that fully solves the Einstein field
equations without approximations. As opposed to CFA, which relies on the solution
of elliptic equations, BSSN evolves seventeen gravitational fields (four of which are
gauge fields) using hyperbolic equations much like standard hydrodynamical algo-
rithms. The implementation and optimization of formulations such as BSSN in highly
scalable codes have become top priorities for many groups. In particlar, in the past two
years the implementation of BSSN has recently gained widespread use because of its
ability to enable binary black hole simulations [36, 8], eliminating insidious numerical
instabilities that plagued essentially all codes to that point.

0.13.9 Magnetohydrodynamics

The replacement of the hydrodynamics module in CHIMERA with a module capable
of solving the equations of magnetohydrodynamics (MHD) is development task that
has not been directly delineated here, but is a highly desirable enhancement to the
code. Such a capability will provide CHIMERA with a complete set of known physics.
All currently known important phenomena could then be incorporated in CHIMERA
simulations including the effects of stellar magnetic fields. This replacement should
prove straightforward, but will require some considerable algorithmic work. Given our
long experience with finite volume schemes, our preference would be to extend our
current hydrodynamics solver to MHD, with a PPM-capable MHD scheme. Also, we
can benefit from the publicly available code ATHENA [64]. ATHENA utilizes an un-
split Godunov method with Constrained Transport to solve the ideal MHD equations.
Incorporating ATHENA as a CHIMERA module would leverage the considerable ef-
fort of the ATHENA developers over many years while preserving much of the code
architecture of CHIMERA, as the replacement would not change the computational
intensity of the hydrodynamics module as drastically as other choices ( divergence
cleaning involving a global Poisson solve).

0.14 Timetable

The timeline of 4 years is designed to carry development through the first year of op-
eration of an anticipated sustained petaflop system. The final year will include testing
of the integrated code and the performance of production runs. Work on the Yin-Yang
grid will be complete by the end of FY10. The CFA solver development will occur in
concert with the Yin-Yang development. The full integration of the new XNET module
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Task Y1 Y2 Y3 Y4
Poisson solver development
Development of Yin-Yang grid
QSE for thermonuclear network module
Multi-core version of thermonuclear network module
Scalability of elliptic solvers
Hyperbolic gravity solver
Multi-core preconditioner for MGFLD
Boltzmann transport module
Parallel I/O modules
New data transpose (PGAS)
Data analysis and movement
MHD module

Table 5: Timetable of tasks [Y1 (FY08) through Y4 (FY11)].

depends on the development of the QSE techniques, but is anticipated to be complete
by the end of FY11. The first experiments with multi-core aware transport solves will
begin by the end of FY08 and will continue thereafter. The I/O modules will also be
continuously updated, with the first deployed examples available by the end of FY08.
The work required to implement the MGBT solver as an alternative transport module
will begin in FY09, with verification testing occurring in FY11 (assuming adequate
single-core performance). The development of an MHD module will begin near the
end of FY09, continuing through FY11.

0.15 Results from Ongoing 2D Simulations

We have used CHIMERA to perform two-dimensional simulations of core collapse
supernovae [27]. The outcomes in these simulations are promising and have forged
a deeper and somewhat new understanding of the supernova mechanism, as we now
discuss. We find, as others do, that initially the shock wave, generated at core bounce,
stalls and becomes a quasi-stationary accretion shock after propagating out to less than
200 km. 200–500 ms then elapse (the exact figure depending on the progenitor and
the stochastic nature of the developing flow). During this time, large-scale convective
motions develop between the gain radius (the boundary separating the region suffering
net neutrino cooling below from net neutrino heating above) and the shock. Distinct
high-entropy plumes, which can be seen by 50 ms after bounce, grow and become sep-
arated by narrower, low-entropy downflows. The rising high-entropy plumes begin to
push the shock outward, causing local dome-like distortions. As the evolution contin-
ues, these plumes merge and grow, distorting the shock even more. By 140 ms for an
11.2 M�, or 200 ms for a 15 M� or 20 M� progenitor, two or three plumes dominate
the flow. At this time the shock, now showing large dome-like distortions, deflects
the incident matter flux when the latter is not normal to the shock interface. This is
particularly evident in the vicinity of the shock depressions, where the incoming flow
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is funneled into low-entropy downflows. Also, and very significantly, at this time the
shock begins to exhibit global distortions of a quasi-oscillatory time-dependent char-
acter, which we attribute to thel = 1 SASI mode. The shock continues to undulate
in a global low-order mode until the oxygen layer, which has been infalling with the
matter outside the shock, begins to impinge on one of the extended lobes of the shock.
This happens by 180 ms post bounce for an 11.2 M� progenitor, and by 300–500 ms
for the 15 or 20 M� progenitor. When it does, the energy generated by the oxygen
burning of the shock-heated material causes the shock undulations to rapidly grow and
a highly asymmetric explosion to occur in the 11 M� case. The 15 and 20 M� cases
are ongoing, and the final outcomes are yet to be determined in these cases. A critical
time scale between the stall of the shock and its subsequent rejuvenation is needed in
order to explain details of the element synthesis, neutron star masses, and for low-order
convective-like modes to have time to develop. The latter are needed to explain many
of the supernova observables stemming from large-scale asymmetries. Models which
explode too quickly [79, 57, 58, 59, 60, 86] do not develop low-mode distortions. In
our proposed supernova scenario, as briefly described above, this critical time scale
is naturally provided by the time required for the oxygen layer to advect down to the
shock. Until that time has elapsed, neutrino energy deposition supports the shock at
a mean radius of several hundred kilometers, but is not able to revive it. Because the
neutrino energy deposition rate is highest near the gain radius, tapering off toward the
shock with the radial dilution of the neutrino energy density, the region between the
gain radius and the shock is rendered Ledoux unstable. Thus, the neutrinos support
the shock and break the spherical symmetry by generating a Ledoux unstable region,
thereby setting the stage for the explosion. The oxygen burning, which commences
when the oxygen layer is advected through the shock, provides an additional source of
energy. Unlike the neutrino energy deposition, however, the energy released by oxygen
burning occurs in the critical region immediately behind the shock. This is sufficient to
initiate a shock revival.

The results described above are exciting and have led to a revised thinking about
the fundamental shock reheating paradigm. The shock is not revived while still in
the iron core. Rather, it is revived when it reaches the oxygen layer. Moreover, the
fundamental explosion time scale is longer than previously imagined, and the role of
nuclear burning had been underestimated in the past. Nonetheless, these simulations
were performed only in two spatial dimensions, and they must now be performed in
three spatial dimensions. Of course, the two-dimensional models will help us under-
stand the outcomes in three-dimensional simulations, and from a practical standpoint,
having ongoing two-dimensional multi-physics simulations positions us well to move
to three dimensions quickly.

0.16 Planned 3D Simulations: Core Collapse Supernova
Mechanism and Observables

Our primary goal is to perform the first three-dimensional core collapse supernova
simulations with multifrequency neutrino transport. Associated with this goal are two
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Figure 5: An explosion is initiated in a 20 Solar mass progenitor. The rising, high-
entropy (red) convective plumes below the shock are evident. The global distortion
of the shock, forming a bipolar explosion, is also evident and is due to the stationary
accretion shock instability (SASI). The oxygen layer is delineated by the dashed white
line.

subgoals: (1) to ascertain the core collapse supernova mechanism and (2) to predict
supernova observables, particularly as they relate to NASA’s mission science.

Regarding subgoal (1), one of the most fundamental questions that remains unan-
swered is whether or not core collapse supernovae are radiatively driven (by neutrinos),
magnetically driven, or both [see, for example, [104]]. Our simulations will not include
magnetic fields in the course of this proposed work (although in the longer term they
will), but the outcomes in our proposed three-dimensional simulations with all but mag-
netic fields included, particularly given the implementation of multifrequency neutrino
transport, will shed light on the role of magnetic fields as well. For example, if robust
explosions are obtained in all of our models, for a range of stellar progenitors, we would
not conclude that magnetic fields are a necessary ingredient in the core collapse super-
nova explosion mechanism. On the other hand, if the opposite were true, this would
suggest that either magnetic fields are needed or there is some yet-to-be-discovered
essential physics component that has not been included in our (or any) models. Of
course, even if we do obtain robust explosions for a range of progenitors, without mag-
netic fields, we will ultimately need to explore the impact of magnetic fields in these
models as well.

Year Progenitor Grid, Gravity
1 (FY08) Nonrotating 11 M� θ-Axis Excision, Newtonian with Spherical GR Corrections

2 Nonrotating 15 M� θ-Axis Excision, Newtonian with Spherical GR Corrections
2 Rotating 15 M� θ-Axis Excision, Newtonian with Spherical GR Corrections
2 Nonrotating 20 M� θ-Axis Excision, Newtonian with Spherical GR Corrections
3 Rotating 15 M� Yin-Yang, CFA
3 Nonrotating 25 M� Yin-Yang, CFA
3 Rotating 25 M� Yin-Yang, CFA
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The table above lists the sequence of models that will be developed. Our simula-
tions will begin with different progenitors—e.g., 11, 15, and 25 M� progenitors—and
will consider both nonrotating and rotating cases. Two-dimensional simulations be-
ginning with an 11 M� nonrotating progenitor exhibit explosions on a fairly rapid
time scale. For this progenitor, the oxygen layer is reached at∼180 ms after bounce,
whereas this does not occur until∼ 400–500 ms after bounce for more massive non-
rotating progenitors. Moreover, given the stellar core profiles in this case, explosion is
likely in three dimensions (it already occurs in two). Thus, our first three-dimensional
multi-physics simulation will begin with an 11 M� nonrotating progenitor. We will ex-
tend this to the more massive 15 M� progenitor with and without rotation and to the 20
M� progenitor without rotation. We will further extend our models to more massive
progenitors and consider nonrotating and rotating 25 M� models. The extension to
25 M� progenitors will be accompanied by the extension of our spherically-averaged
treatment of general relativity to the more sophisticated conformally flat approxima-
tion, given the increased gravitational fields in this case. In addition, we will deploy
the Yin-Yang grid. Thus, a repeat of the 15 M� model but with the Yin-Yang grid
and the CFA will allow a comparison of the effects of the choice of grid and approx-
imation to general relativity on the simulation outcomes. The number of simulations
performed in a given year is limited by the CPU requirements. For example, three-
dimensional simulations at 3-degree resolution inθ andφ (64 × 128 resolution) will
require the use of 8,192 processors for a period of two weeks. This amounts to 2.75
million processor–hours per run. [We would also perform runs at 1-degree resolution
(128× 256 resolution) for a window of postbounce time to explore the impact of reso-
lution on the simulation results.]

A number of other questions will be addressed by our 3D simulations: (i) What is
the nature of neutrino-driven convection in three dimensions and its role in the super-
nova mechanism? Past two-dimensional simulations have demonstrated the importance
of neutrino-driven convection during neutrino shock reheating [69, 33, 79, 106, 29, 27].
What will neutrino-driven convection look like in three dimensions without the impo-
sition of axisymmetry? This was first explored by [60] in simulations that deployed
gray neutrino transport. The development of neutrino-driven convection depends on
the neutrino shock reheating, which determines the shock’s position relative to the gain
radius and, thus, the size of the convective volume and its time dependence. In turn,
the neutrino heating is very sensitive to the neutrino spectra. Thus, to capture the de-
velopment of neutrino-driven convection below the shock we must advance to three
dimensionsanduse multifrequency neutrino transport. (ii) Are there fluid instabilities
in the proto-neutron star (below the neutrinospheres) that lead to vigorous convective,
or other, flows that in turn affect the neutrino luminosities in a significant way? In past
two-dimensional simulations that deployed multifrequency neutrino transport, the ex-
tent and impact of such instabilities has been varied [29, 27], and the extension to three
dimensions may fundamentally alter the outcomes in either case. Of particular note
is the following question: Does the subclass of proto-neutron star instabilities known
as neutron fingers exist and, if so, does it have a significant impact on the explosion
dynamics? The LLNL supernova models of Wilson and collaborators require neutron
fingers to obtain explosions [154]. Neutron fingers are a “doubly diffusive” instability,
relying on competing gradients for their development; thus, they take longer to develop.
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The existence of neutron fingers has yet to be confirmed or denied definitively, and the
now longer run times common in supernova models once again beg the question. (iii)
What is the role of rotation in the supernova mechanism and in defining a dynamical,
physical axis in a simulation that has no imposed symmetries? Rotation has played a
significant role in past two-dimensional models with multifrequency neutrino transport
[29, 139], but two-dimensional simulations are numerically severely constrained. (iv)
How will the stationary accretion shock instability develop in three dimensions in more
complete multi-physics simulations and what role will it play in the explosion mech-
anism? The existence of the SASI in three dimensions was confirmed by a series of
hydrodynamics simulations (Blondin, 2005). In addition to showing that thel =1 mode
was still the dominantlinear mode in 3D, these simulations found that the transition
to the nonlinear phase of the SASI was typically marked by a loss of axisymmetry and
the formation of a very robustm =1 mode. Moreover, them=1 mode led to the accre-
tion of significant angular momentum onto the proto-neutron star, perhaps sufficient to
explain the rapid rotation of young radio pulsars (Blondin & Mezzacappa 2007). Thus,
the move to three dimensions will admit new degrees of freedom and will fundamen-
tally alter the SASI’s development and the resultant shock dynamics. How long will
it take for the SASI to develop? How long will it operate in the stellar core? When
will its impact end? Answers to these questions will require models that are both three-
dimensional and multi-physics. In turn, answers to these questions will determine the
SASI’s role in defining important supernova observables such as remnant neutron star
spin.

Regarding subgoal (2) above, based on our simulation data we will make predic-
tions for (i) supernova explosion energies, (ii) neutron star masses, (iii) neutron star
kick velocities, (iv) neutron star spins, and (v) supernova nucleosynthesis. An esti-
mate of the explosion energy is obtained by adding up the total energy (gravitational,
internal, and kinetic) of the ejecta moving in the positive radial direction. We have as-
certained in two dimensions that simulations must be carried out to at least 0.7 to 0.8 s
post bounce in order to obtain realistic estimates of the explosion energy. The neutron
star masses, modulo appreciable fallback, are straightforward to compute. In two di-
mensions, we currently obtain neutron star masses of about 1.42 M� for a non-rotating
11.2 M� progenitor, and 1.54 M� for a 15 M� progenitor. To obtain the neutron star
kick velocities, CHIMERA has the option of either computing the total momentum of
the material plus neutrinos outside the radius of the neutron star (taken as the radius at
which the density is1011gcm−3) and attributing an equal and opposite momentum to
the neutron star, or performing a Galilean transformation after each time step wherein
the neutron star remains at the center of the grid and the ejecta move coherently in the
opposite direction of the neutron star’s recoil velocity.

Likely the most sensitive test of a supernova model is the nucleosynthesis that
results, and of this the innermost ejecta are most directly affected by the explosion
mechanism—i.e., the yields of Fe group nuclei. Most recent calculations of the nucle-
osynthesis resulting from the core collapse of a massive star employ an induced piston
or thermal bomb to simulate the explosion [157, 145, 122, 119, 132, 40, 41, 148, 149].
But this treatment fails to account for the effect of neutrino interactions. A quantity in-
dispensable to correctly describe nucleosynthesis in the innermost ejecta is the electron
fraction,Ye =< Z/A >, in the layers undergoing explosive Si burning. ThisYe is set
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by the weak interactions in the explosively burning layers—i.e., electron and positron
captures, nuclear decays, and neutrino and antineutrino captures [145, 120, 55, 56]. To
determine the elemental abundance yields produced by supernova models, we propose
to distribute Lagrangian tracers throughout the matter that will be ejected. Each of
these tracers will provide a(T, Ye)-trajectory of the mass element to which the tracer
is attached. This tracer data will then be used to post-process the mass element with
the full nuclear network to obtain the isotopic abundance yields. Later, we will per-
form fully self-consistent calculations of the abundance yields by using either the full
network in two- (three-) dimensional core collapse simulations with CHIMERA, or a
reasonable approximation of the network if the use of the full network in 3D is pro-
hibitive. These simulations will not only be extremely important tests of our models,
but will provide a much needed link to the rapidly expanding field of galactic chemical
evolution, which is being energized by the large amount of recent abundance observa-
tions from low-metallicity stars [3, 4, 143, 38, 75, 53].

It is well known that stellar core collapse, if only slightly aspherical, will lead
to copious gravitational wave emission. The gravitational waveforms and associated
spectra bear the direct stamp of the hydrodynamics and rotation of the core and speak
volumes about internal supernova evolution. We currently track the time evolution of
the quadrupole moment of the mass distribution in our 3D hydrodynamics simulations
to provide predictions of the gravitational wave signatures. Our goal is to compute the
gravitational wave signatures of our more complete, multi-physics models and thereby
supply important and unique data to currently employed gravitational wave detectors
like LIGO, VIRGO, GEO600, and TAMA. Later, we will take this one step further by
developing a GR solver using the conformally flat approximation [153] and incorpo-
rating this into the version of CHIMERA that will deploy a Yin-Yang grid.
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GTC-S Discussion

0.17 GTC-S: Gyrokinetic Simulation of Global Turbu-
lent Transport in Fusion Plasmas

GTC-S is a general geometry gyrokinetic particle simulation code for studying plasma
turbulence relevant to present-day tokamak experiments. It is a descendant of the
original GTC code. In this new version of the code, we have incorporated relevant
physics modules such as the comprehensive influence of non-circular cross section, re-
alistic plasma profiles, plasma rotation, neoclassical (equilibrium) electric fields, and
Coulomb collisions. These are most important ingredients for understanding anoma-
lous transport in modern tokamak experiments in the US, such as NSTX at Princeton
Plasma Physics Laboratory and DIIID at General Atomics. Most of all, we are prepar-
ing ourselves for simulating the future experiments in ITER, an international project
with participation from 7 countries including the US. Toward that goal, we have been
working on the incorporation of the electron dynamics and the electromagnetic effects
into GTC-S through the SciDAC Gyrokinetic Particle Simulation Center (GPSC) and
the OASCR Multi-Scale Gyrokinetics (MSG) Project. We welcome the opportunity
that affords to us through the participation of the Joule Applications to improve the
performance of GTC-S. We hope this exercise would be a stepping stone for us in join-
ing the petascale campaign at ORNL in the not too distant future. In the physics front,
we also would like to seize this opportunity to carry out simulations for electron tem-
perature gradient (ETG) turbulence for NSTX, which remains a possible candidate for
the electron thermal transport observed in the experiments.

0.17.1 Introduction

Understanding turbulence and associated transport in toroidal plasmas[158, 159, 160]
is one of the key issues in magnetic fusion research. In the past decade, as computer
resources rapidly increased and advanced numerical algorithms were developed, sig-
nificant progress was made for this long-standing complicated issue through computer
simulation based on various approaches.[161]-[172] Among them the first-principles
based gyrokinetic particle approach[173] has been widely employed. Simulation stud-
ies carried out with the gyrokinetic toroidal code GTC[165] have been among the most
productive. GTC was originally developed to focus on fundamental nonlinear turbu-
lence physics. It is a full-torus global code using a global field-line-following mesh
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and a real space field solver. Global turbulence simulations for toroidal plasmas are
highly demanding for the following reasons: (i) the turbulence-generated zonal flow
contains radial scales as large as the system size, even though the turbulence itself is on
the much smaller scale of the gyroradius; (ii) the equilibriumE×B shear flow, which
also plays an important role in determining turbulence levels, typically has the large
scale size of the plasma minor radius; (iii) turbulence spreading to the linearly stable
zone results in nonlocal transport, which is a truly global phenomenon. To pose the
simplest problem while keeping the important global physics properties, a simplified
model was utilized in the previous simulations, with simple magnetic geometry with
a large aspect ratio circular concentric cross section and neglect of the effect of radial
variation of pressure. This proved to be an effective means of gaining key insights
into the complexity of the toroidal turbulence system. As a result, the previous simu-
lation studies have led to a number of important understandings with regard to zonal
flow effects, transport scalings with collisionality and device size, turbulence spread-
ing, etc.[165],[174]-[178] While such a simplified model is a useful tool to separate
and clarify fundamental physics issues, more realistic features are needed as the re-
search moves forward. Particularly for simulating turbulence phenomena in tokamak
experiments, a more comprehensive model is needed which consistently incorporates
the influence of general geometry, realistic plasma profiles, plasma flow, neoclassical
equilibrium, Coulomb collisions and other features. Here, we present a new model with
emphasis on the general geometry capability implemented based on GTC architecture.
This general geometry simulation capability, called GTC-S, has been interfaced with
TRANSP,[179] a widely used experimental data analysis software tool for specifying
experimental plasma profiles of temperature, density and toroidal angular velocity, and
also with various numerical magnetohydrodynamic (MHD) equilibrium codes, includ-
ing the JSOLVER[180] and ESC[181] codes. The new capability has been applied
successfully to shaped plasmas with DIII-D[182] geometry to examine the ion temper-
ature gradient (ITG) turbulence spreading phenomena and the global turbulence evo-
lution process. We have also investigated the nonlinear interplay between turbulence
and zonal flow, which is essentially a local process. As an attempt to understand the
nonlinear zonal flow dissipation, which is needed to saturate zonal flow and to explain
the mutual self-regulation observed in collisionless simulations, we have studied the
process of zonal flow driving turbulence. Our simulation results suggest that the cou-
pling of zonal flows to turbulence and associated energy transfers are much weaker,
compared to the opposite process in ITG turbulence.

In order to carry out more systematic validation studies of GTC-S against the ex-
perimental data, it is time for us to improve the performance of GTC-S. Thus, our
participation in the Joule Applications is very timely. With this type of improvement,
we can use GTC-S to study ETG turbulence using realistic NSTX parameters. This is
a very timely exercise and ETG turbulence is very controversial topic in the magnetic
fusion community.

For the next section, we will describe the basic physics principles and the numerical
schemes for GTC-S and its similarities and differences in comparison with the original
GTC. The numerical issues will be discussed in Sec. III. We will describe the ETG
simulations and future plans in Sec. V.
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0.18 General Geometry Gyrokinetic Particle Simula-
tion Model

0.18.1 Coordinate system and mesh construction

Magnetic flux coordinates, in which the radial coordinate labels magnetic surfaces,
are generally used for toroidal systems and associated with MHD equilibria. Our gy-
rokinetic simulation in principle can use arbitrary flux coordinates with straight field
lines. In the flux coordinates, the global field-line-following mesh, which possesses
the highest efficiency by capturing the flute-type character of the drift wave turbulence
in toroidal plasmas, can be easily constructed. A preferable flux coordinate can be
chosen in terms of different requirements. A symmetric coordinate system in which
the toroidal angleϕ is chosen to be the azimuthal angle of cylindrical coordinates is
preferable in many cases. These coordinates are relatively uniform compared to others
which have been previously used, and advantageous for constructing a relatively reg-
ular mesh in real space for strongly shaped plasmas. It also facilitates straightforward
visualization with the poloidal plane defined with the physical angleϕ. The radial co-
ordinate is defined asr =

√
ψ/ψe whereψ andψe are the toroidal flux and its value

on the plasma boundary, respectively. This same radial coordinate is widely used in the
experimental community.

Because of the flute-type character of drift wave turbulence in toroidal plasmas,
with k‖ � k⊥, wherek‖ andk⊥ are the parallel and perpendicular wave numbers,
respectively, GTC uses a field-line-following mesh which shows high efficiency for
calculating the turbulent field. Note that the field-line-following mesh does not possess
toroidal symmetry. On the other hand, in tokamak geometry, the toroidal symmetry is
broken as fluctuations associated with microinstability develop. Each mode nonlinearly
sees an asymmetric equilibrium which consists of the MHD equilibrium, which is sym-
metric, and the fluctuations of other modes, which are asymmetric. In our simulation,
the MHD equilibrium is represented by a 2-D symmetric mesh, and the fluctuations are
represented using a (toroidally non-symmetric) field-line-following mesh which best
represents the nature of the mode structure. For drift wave turbulence, the spatial scale
length in the perpendicular direction is generally in correlation with the local gyrora-
diusρj ∝

√
Tj , which may vary substantially from the core to the edge of the plasma.

For instance, it is common in National Spherical Torus Experiment (NSTX)[183] plas-
mas that the ion temperature changes from∼ keV in the core to∼ 10eV near the sep-
aratrix region at the plasma edge. Therefore, for a global simulation, which includes
the entire radial domain, it is important to use a nonuniform grid with the grid size in
the perpendicular direction correlated with the local gyroradius for improved spatial
resolution and efficiency. To this end, we re-scale the radial coordinate by definingρ
as follows:

dρ

dr
=
√
Tc/Ti(r), (245)

whereTc is the temperature at a reference radial location. Working with the new coordi-
nateρ, we use an evenly spaced radial grid, which offers great convenience for frequent
operations such as particle sorting, charge deposition, gathering, etc. This allows the
grid size in real space to be correlated with the local gyroradius:∆r ∼

√
Ti(r)/Tc.
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In the poloidal direction, the grid size∆θ(r) is uniform on a flux surface, while vary-
ing over different flux surfaces. The grid size∆θ(r) is determined so as to make the
poloidal arc length∆lθ near the mid-plane correlated withρi. An example of such
a grid on the poloidal planeϕ = 0 is shown in Figure[0.18.1]. Generally, a two-
dimensional mesh on theϕ = 0 plane is set up first. A three-dimensional mesh is
constructed by following each (approximate) field line, which starts at a grid point on
theϕ = 0 plane and has̄q(r)θ − ϕ =constant, with̄q slightly changed from the usual
safety factorq(r) so that the approximate field lines will lead back to one of the grid
points on theϕ = 0 plane. Two methods for enforcing toroidal periodicity have been
implemented. One method is to map the grid atζ = 0 to the grid atζ = 2π using inter-
polation, which results in some spatial damping. Another method is to allow the grid to
slightly depart from the magnetic field lines in order to match the grid points, which re-
quires a chain rule in calculating the parallel derivatives. Interpolation and deposition,
which transfer information between particles and grid points, are performed within a
“flux-tube” type of cell twisted along the field line rather than a toroidally symmetric
cell. This has advantages due to separating the short spatial scale in the perpendicular
direction and the long spatial scale in the parallel direction. In the field-line-following
mesh system, the number of “toroidal grids” (i.e, the number of poloidal planes) is
actually the number of grids in the parallel direction within one toroidal circuit. In our
simulation, the number of “toroidal grids”Nt is chosen to give adequate resolution for
the parallel structure of the modes. In the perpendicular direction, adequate resolution
is achieved by using a much denser mesh on each poloidal plane with a perpendicu-
lar grid size ofρi scale. The allowed maximum toroidal wave-number is related to
both the “toroidal” and poloidal grids. The key point is that the poloidal mesh makes
a significant contribution to the resolution in the toroidal direction. This problem was
addressed in detailed by B. Scott.[184] Basically, the maximum toroidal mode number
which can be resolved isn = NINT(m/q) +Nt/2 for each poloidal mode numberm,
where NINT(m/q) is the nearest integer tom/q, andNt/2 is the so called “toroidal
Nyquist number”. Therefore, adequate resolution is also guaranteed in the toroidal
direction.

Note that the field-line-following mesh described above is used only for calculating
fluctuations. A separate 2-D mesh in the same coordinate system with a uniform grid
in both the radial and poloidal directions is used to represent the axisymmetric MHD
equilibria numerically. This mesh has a larger grid size, as the equilibrium scale length
is much larger than that of the turbulence. Multi-dimensional spline interpolation is
used to obtain equilibrium quantities at any spatial location.

The gyrokinetic particles are followed in general flux coordinates using guiding
center Lagrangian equations, instead of Hamiltonian equations that require construc-
tion of canonical variables[185] which are complicated forms in general geometry and
inconvenient to use. The guiding center Lagrangian obtained by Littlejohn has the
following normalized form[185, 186]

L(x, ẋ; t) = (A + ρ‖B) · v −H, (246)

with the guiding center HamiltonianH = ρ2
‖B

2/2+µB+Φ. Here, the magnetic field
B = ∇×A, ρ‖ = v‖/B is the parallel gyroradius,µ is the magnetic moment, andΦ
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Figure 6: An example of a nonuniform grid on a poloidal plane showing grid size in
correlation with local ion gyroradius.

is the electric potential. The independent variables arex = (r, θ, ϕ, ρ‖). The particle
guiding drift motion is governed by the Lagrangian equations

d

dt

(
∂

∂ẋi
L

)
− ∂

∂xi
L = 0. (247)

The obtained equations fordx/dt are suitable for any generalized flux coordinates.

0.18.2 Gyrokinetic transformation

One of the important elements of the gyrokinetic formalism ([173],[187]-[191]) is con-
cerned with the transformation of fluctuations between the particle position~x and the
guiding center position~R. The fluctuations, such as the potentialφ and the ion density
δni, in the two coordinates are connected by the gyrokinetic transformation which is
expressed as follows

φ̄(~R, µ) =
1
2π

∫
φ(~x)δ(~x− ~R− ~ρ)d~xdΘ, (248)

φ̃(~x) =
1
2π

∫
φ̄(~R, µ)fMi(~R, µ, v‖)δ(~R− ~x+ ~ρ)d~Rdµdv‖dΘ, (249)

δ̄ni(~x) =
1
2π

∫
δfi(~R, µ, v‖)δ(~R− ~x+ ~ρ)d~Rdµdv‖dΘ, (250)
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where~ρ is the gyroradius vector,Θ is the gyrophase,fMi is assumed to be Maxwellian
andδfi is the perturbed ion distribution function. In a gyrokinetic simulation, the quan-
tities are calculated either in real space or in Fourier space. In real space the transforma-
tion is carried out by the four-point averaging scheme. [192] The exact gyro-average is
performed on a gyro-plane perpendicular to the magnetic field, with four points evenly
spaced on a gyro-orbit. Because the grid points on which fluctuationsφ andδni are
calculated are set up on poloidal planes, it is much more convenient to perform the
gyro-average on poloidal planes instead of on gyro-planes. In the case of the simple
geometry of large aspect ratio circular concentric cross section, the difference between
a poloidal plane and a gyro-plane is neglected in doing the gyro-average. An accurate
treatment for the gyro-average in general geometry is obtained by taking into account
the finite ratio of the poloidal to the total magnetic fieldBp/B, which separates the
poloidal plane from the gyro-plane. By projection to the poloidal plane, a gyro-orbit
becomes an elliptic orbit (Figure[0.18.2]). In the direction of(∇ϕ × B) × ∇ϕ, the
gyroradius is elongated by a factor of1/ cosα while there is no change in the∇ϕ×B
direction. Here,cosα = B · ∇ϕ/B|∇ϕ| = ψ′/JB|∇ϕ|, with ψ′ ≡ dψ/dr and the
JacobianJ = (∇r × ∇θ · ∇ϕ)−1 > 0 (right handed). The four points used for the
gyro-average are chosen to be located on the axes(∇ϕ×B)×∇ϕ and∇ϕ×B. An
ion spends approximately the same amount of time on each quarter of the ellipse. To
locate the positions of the four points relative to the guiding center, we first calculate
the directional derivatives in the two directions which are defined asdA/dl ≡ l̂ · ∇A
for any functionA, wherêl is the unit vector in directionl. In the∇ϕ×B direction

dr

dl1
=

[(grϕ)2 − gϕϕgrr]/q + grrgθϕ − grϕgrθ√
gϕϕB2/ψ′2 − 1/J 2

, (251)

dθ

dl1
=

[gϕθgrϕ − gϕϕgθϕ]/q + grθgθϕ − grϕgθθ√
gϕϕB2/ψ′2 − 1/J 2

; (252)

in the(∇ζ × ~B)×∇ζ direction

dr

dl2
= − grϕ

J
√
gϕϕ

√
gϕϕB2/ψ′2 − 1/J 2

, (253)

dθ

dl2
=

gϕϕ/q − gθϕ

J
√
gϕϕ

√
gϕϕB2/ψ′2 − 1/J 2

, (254)

where the metric tensorgαβ = ∇α ·∇β. The four points used for the ion gyro-average
are determined by

rj = r0 + ∆rj , θj = θ0 + ∆θj , ϕj = ϕ0, j = 1, 2, 3, 4 (255)

with

∆r1,2 = ± dr

dl1
ρi, ∆θ1,2 = ± dθ

dl1
ρi, ∆r3,4 = ± dr

dl2

ρi
cosα

, ∆θ3,4 = ± dθ

dl2

ρi
cosα

.

(256)
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Figure 8: Schematic diagram of double average process for calculatingφ̃ at the center
position.

The calculation of the potential̃φ(~x) in terms ofφ(~x) involves the double averaging
process. [193] Following the above method, we can extend the previous calculation of
φ̃(~x) to general geometry, taking into account finiteBθ/B. The double average is
made along the elliptic orbit projected on the poloidal plane as shown in Figure[gtcs-
fig3], whereφ̃ at the center point is the four-point average ofφ̄ on theX points, which
are other four-point averages ofφ on theO points. The average over the distribution
function is accomplished by carefully sampling different gyroradii. [193]

It is noted that the four-point averaging scheme is accurate fork⊥ρi ≤ 2 modes. To
resolve shorter wavelength modes, we may use more points for the averaging process.
An implicit assumption of the 4-point averaging scheme described above is that the
equilibrium scale lengthsLp andLB of the pressure and magnetic field are much larger
than the ion gyroradius, which is consistent with the gyrokinetic ordering.

0.18.3 Basic equations

The gyrokinetic particle distribution is expressed asf = f0 + δf . Here we separate
the turbulence perturbationδf from the equilibrium distributionf0. In the electro-
static limit the ion gyrokinetic equation forδfi, with µ andv‖ as independent velocity
variables, is

∂δfi
∂t

+ (v‖b̂+ ~vE0 + ~vE + ~vd) · ∇δfi − b̂∗ · ∇(µB +
e

mi
Φ0 +

e

mi
φ̄)
∂δfi
∂v‖

= − ~vE · ∇f0 + b̂∗ · ∇(
e

mi
φ̄)
∂f0
∂v‖

+ Cli(δfi). (257)
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Here ~vE0 and ~vE are theE × B drift velocities corresponding to the equilibrium po-
tential Φ0 and the fluctuation potential̄φ respectively,~vd is the∇B drift velocity,
b̂∗ = b̂ + ρ‖b̂× (b̂ · ∇b̂) with b̂ = B/B, andCli is the linearized Coulomb collision
operator. Note that a parallel velocity nonlinearity term which is one order higher30 is
retained in the equation. This term is required in order to maintain energy conservation.
[188, 189] The equilibrium distribution functionf0 is determined by the neoclassical
dynamics and obeys

∂f0
∂t

+ (v‖b̂+ ~vE0 + ~vd) · ∇f0 − b̂∗ · ∇(µB +
e

mi
Φ0)

∂f0
∂v‖

= Ci(f0, f0). (258)

The lowest order solution of Eq.14 is a shifted Maxwellian consistent with plasma
rotation:

f0 = fSM = n(r, θ)(
mi

2πTi
)3/2e−

mi
Ti

[ 12 (v‖−Ui)2+µB]
, (259)

where the parallel flow velocityUi is associated with the toroidal rotation byUi =
Iωt/B with ωt the toroidal angular velocity andI the toroidal current, andn(r, θ) is the

ion densityn(r, θ) = N(r)e
miU

2
i

2Ti
− eΦ̃0

Ti . The total equilibrium potential consists of two
partsΦ0 = 〈Φ0〉+Φ̃0. Here,〈〉 denotes a flux surface average. The poloidally varying
component̃Φ0 can be generated by the centrifugal force which drives charge separation
on a magnetic surface in strongly rotating plasmas.[194] Generally the radial potential
〈Φ0〉 is dominant. The equilibrium radial electric field can be calculated from a first-
principles based particle simulation of neoclassical dynamics with important finite orbit
effects, [195, 196] or obtained by direct experimental measurement if available. For
equilibrium toroidal plasmas, a shifted Maxwellian with either model or experimental
profiles of〈n(r, θ)〉, Ti(r) andωt(r) is prescribed for the ions. The electron dynamics
is described by the drift kinetic equation, neglecting the finite gyroradius effect. The
electron guiding center distribution is represented asfe = fe0 − (eδφ/Te)fe0 + δhe,
with turbulence potentialδφ = φ − 〈φ〉. The equilibrium distributionfe0 satisfies
the electron version of Eq. 14 and can be approximated by a shifted Maxwellian con-
taining a parallel flow, similar to that for the ions. The second term represents the
adiabatic electron response to the potential fluctuation due to the fast electron motion.
The nonadiabatic electron distributionδhe is determined by

∂δhe
∂t

+ (v‖b̂+ ~vE0 + ~vE + ~vd) · ∇δhe − b̂∗ · ∇(µB +
e

me
Φ0 +

e

me
φ)
∂δhe
∂v‖

= − ~vE ·∇fe0+b̂∗·∇(
e

me
φ)
∂fe0
∂v‖

+
e

Te

∂δφ

∂t
fe0+(v‖b̂+ ~vE0+ ~vE+~vd)·∇

(
eδφ

Te

)
fe0+Cle(δhe).

(260)
Again, the parallel velocity nonlinearity is retained here forδhe. At present the trapped
electron dynamics described by Eq. 16 is treated as a higher order correction to the
adiabatic response via a hybrid model [197, 198] in the electrostatic limit. To include
full electron dynamics, we will use the split-weight scheme [199, 200] to solve Eq. 16.

The electrostatic fluctuation potential is divided into a turbulence part plus a zonal
flow part:φ = δφ+ φ00 with φ00 ≡ 〈φ〉. This expression emphasizes the critical role
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of turbulence-generated zonal flow in determining the turbulence and the associated
transport level. For the turbulence potential, the gyrokinetic Poisson equation [173]
becomes (

1 +
Ti
Te

)
eδφ

Ti
− eδ̃φ

Ti
=
δn̄i − 〈δn̄i〉

n0
− δn

(1)
e − 〈δn(1)

e 〉
n0

, (261)

whereδn̄i =
∫
d3vδfi is the ion fluctuation density of guiding centers andδn(1)

e =∫
d3vδhe is the nonadiabatic density of electrons. Because the zonal flow has a larger

spatial scale than the turbulence fluctuations, it is advantageous to solve for it separately
in our simulations. The generalized equation for zonal flow in shaped geometry is
obtained as:

1
V ′
r

d
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[
dφ00
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(262)
whereV ′

r =
∮
dθdϕJ . In Eq. 18 we use the Pade approximationΓ0(b) ≡ I0(b)e−b ≈

1/(1 + b) with I0 the modified Bessel function andb = (k⊥ρi)2, and
〈
φ̃
〉
≈ 〈̃φ〉. The

later approximation is not well justified for low aspect ratio geometry. A generalized
field solver such as in [201] may help to remove this approximation.

0.19 Parallel Model and Optimizations

0.19.1 Parallel Model

The GTC code uses the Particle-In-Cell method, which has proven to be most suitable
for massively parallel computers. Tremendous progress has been made since the days
when our gyrokinetic particle was first ported to The Connection Machines.[202] Now,
the original circular-geometry version of GTC can run efficiently on various MPP plat-
forms with ten of thousands of processors, due to several levels of parallelism. The
original parallel model for GTC was a one-dimensional domain decomposition in the
toroidal direction (long way around the torus), allowing a division of grid and parti-
cles between several processors. Although this algorithm scales to a large number of
processors, it is limited by the number of grid points, or planes, used in the toroidal
direction. As mentioned above, our highly-optimized field-line-following mesh dra-
matically reduces the number of grid points required in the toroidal direction (Nt)
since it only needs to adequately resolve the parallel structure of the modes and these
modes have very long parallel wavelengths (k‖ � k⊥). Nt = 64 is used for most
simulations although we sometimes go up to 128 for some strongly-shaped devices.
When GTC was ported to the large IBM SP Power3 system at NERSC several years
ago, another level of parallelism was added to take advantage of the computers large
shared memory nodes. Loop-level work-splitting was implemented in the code us-
ing OpenMP directives. With 16 processors per node, this allowed GTC to scale to
1024 processors (64 × 16). With the advent of even larger MPP systems, such as the
Blue Gene/L and the Cray XT3, yet another level of parallelism was added to GTC
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and allowed it to scale to a very large number of processors. These new systems do
not currently support thread-level parallelism so we were unable to take advantage of
our OpenMP loop-level parallelism. In the new parallel model, particles within each
toroidal domain can now be evenly distributed between several MPI processes, making
it possible to use a very large number of particles and run very high phase space res-
olution simulations on tens of thousands of processors. This method scales extremely
well. The present version of GTC-S is based on the OpenMP version of the original
circular-geometry GTC so it lacks the third level of parallelism that would allow it to
run on more than 64 processors on MPI-only platforms such as the Cray XT. GTC-S
has also been extensively modified from the original GTC. It now includes numeri-
cal equilibrium and noncircular gyroradius, which makes code optimization even more
difficult.

0.19.2 Optimizations

As part of the Joule exercise, a team of experts in code optimization from the SciDAC
Performance Engineering and Research Institute (PERI) was assign to our project. The
main participants from University of Oregon, University of Tennessee-Knoxville, and
Rice University proceeded to use profiling tools such as TAU to study the performance
characteristics and bottlenecks of the GTC-S code on the Opteron processor, which
is the processor on the Cray XT system, and also the Itanium for comparison. Several
levels of source modifications were tested, ranging from low to high impact, where high
impact refers to code-wide alterations having a significant impact on the overall code
development. Modifications such as loop unrolling, loop fusion, and array dimensions
reordering lead to a 13% performance improvement on the Opteron processor and up
to 33% on the Intel Itanium. Although these changes have yet to be implemented in
the production version of GTC-S, we intend to include most of them by considering
their performance improvement factor versus their impact on the upcoming upgrade
of the Cray XT system to quad-core processors. This new processor will require the
vectorization of the main loops in the code to achieve a significant percentage of peak
performance on each core. The modifications favoring this aspect will certainly be
implemented in the code.

It is worth pointing out that the performance tools used in this optimization work
were essential to identify the regions where to focus the effort, to help determine which
modification to implement, and also to assess the benefit of each of these modifications.
The PERI team carried out a thorough performance study of the GTC-S code that
helped the developers understand some subtle aspects of performance improvement on
the current processor architecture. They delivered concrete solutions with measured
increases in performance.

0.20 Tasks Undertaken to Achieve Joule Milestones

In order to achieve the milestone calling for a doubling in the performance of the GTC-
S code, we carried out the following tasks during FY07:
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• The IBM-SP version of GTC-S was ported to the Cray XT platform. This re-
quired the installation of the SPRNG parallel random generator and the PSPLINE
packages on the NCCS Cray XT Jaguar. It also required the replacement of all
the calls to the NAG numerical library, which is a proprietary library not in-
stalled on Jaguar. With help from ORNL staff (S. Klasky and E. DAzevedo),
interfaces to the NAG calls in the code were written in order to replace each call
with equivalent routines from the portable CMLIB library. This was done by the
end of Q2.

• The MPI-based particle-distribution model was implemented in GTC-S to dra-
matically increase scaling. We show below how GTC-S achieved a 128× im-
provement in concurrency by previously being limited to only 64 cores on Jaguar
to now running on 8192 cores. This task was time consuming due to the imple-
mentation, debugging, and verification steps. The implementation was done by
Q3 and verification by Q4.

• At the newly achieved concurrencies of 8192 cores, I/O performance and data
management become a very important issue. An asynchronous parallel I/O
method developed by the end-to-end solution group at NCCS/ORNL was im-
plemented in GTC-S for the checkpoint-restart files. The impact of writing these
files was significantly decreased and the data management was simplified.

• In-depth performance analysis of GTC-S was carried out and lead to several
source code tuning. We had the help of members of the SciDAC Performance
Engineering Research Institute (PERI) to achieve this task.

0.20.1 Performance Metric

The metric that we use to measure the performance of our PIC code is the number of
particles advanced one step per wall clock time. We call this the compute power and it
is evaluated by dividing the number of particles in the simulation volume by the wall
clock time per numerical step. This is measured by keeping the computational grid
fixed since the size of this grid is entirely determined by the size of the fusion device
under study and the physics being investigated. The compute power is evaluated by the
following formula:

Compute power = no. of particles× no. of steps/ wall clock time
For a weak scaling study, the amount of computational work per processor, or core,

is maintained by increasing the number of particles proportionally to the number of
cores. When going from 64 cores to over 10,000 cores, only weak scaling makes
sense since a fixed problem size would quickly run out of computational work as the
number of cores is increased. For a fixed device size, a larger number of particles is
required in order to run the simulation for a longer time while keeping the finite particle
fluctuations to a low level.
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0.20.2 Problem Statement

The problem statement for our Joule exercise is a microturbulence simulation of ion
temperature gradient instability for a specific experimental shot of the DIIID tokamak
located in San Diego, CA. DIIID is particularly interesting due to its relevance to the
international ITER project. Both devices have very similar cross-section geometry, al-
though ITER will be a much larger tokamak. The DIIID results will be valuable when
comparing with ITER once that experiment is up and running. We use DIIID experi-
mental shot 122338 with the temperature and density profiles taken at 1.6 seconds after
the beginning of the discharge. Our global simulation consists of 64 toroidal planes
with 78,811 grid points on each plane, for a total of a little over 5 million grid points.
For our weak scaling study the number of particle per core is kept constant at 10 par-
ticles per cell while the grid remains fixed. The 64-core run uses a single core per
toroidal plane so the total number of particles per cell is only 10. The 128-core run
uses 2 cores per plane, each having 10 particles per cell which adds up to a total of
20 particles per cell. The number of particles thus increases with the number of cores
as to maintain the same amount of computational work on each core. The 8192-core
run uses 1,280 particles per cell, for a total of 6.4 billion particles in the simulation
volume. We run for only 100 time steps, which is sufficient to assess the performance
and scalability of the code.

We changed our simulation parameters for Q4. The Q2 test case used 30 particles
per cell for the 64-core run instead of 10, and 64 radial grid points on each plane in-
stead of 128. 10 particles per cell per core is a more realistic number for the production
simulations that we will carry out at high concurrency. As for the higher radial reso-
lution on each plane, it was determined that the specific DIIID shot being simulated
gives better results with the higher grid resolution.

0.20.3 Initial Performance Results at the End of Q2

As a first step towards improving GTC-S, it was ported to the Cray XT system at
the National Center for Computational Sciences (NCCS) and initial performance was
measured for reference. We ran 100 time steps of an ITG simulation for DIIID tokamak
experiment on 64 processors. This device is currently running at General Atomics in
San Diego, CA, and has relevance to the ITER project since its cross-section is very
similar although much smaller.

The numbers for the initial test run are (for all 64 processors):

• Compute Power = 8.138M particles/(second/step)

• user time = 494.6 sec

• Instructions per cycle = 42.22

• Hardware Floating point operations per cycle = 9.00

• Hardware Floating point operations per user time = 23.41 GFlops/sec

• Percentage of peak =7.0%
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No. of cores user time(sec) No. of Instr. No. FP Ops

64 472.1 60.2×1012 13.7×1012

512 476.8 488.5×1012 109.5×1012

4096 490.9 4098.0×1012 876.3×1012

Table 6: Hardware counter measurements of instrumented version of GTC-S using
Cray Performance Analysis Tool (CrayPAT) in virtual-node mode (using both cores
per node).

• MIPS = 109766.5 M/sec

Time spent in the main subroutines of the code is as follow:

CPU TIME USAGE (in SEC):
pusher shift charge poisson smooth field load total
2.457E+02 3.221E+01 1.139E+02 1.570E+01 3.399E+01 1.286E+00 5.101E+01 4.946E+02

WALL CLOCK TIMES (in SEC):
pusher shift charge poisson smooth field load total
2.457E+02 3.222E+01 1.139E+02 1.570E+01 3.399E+01 1.284E+00 5.101E+01 4.946E+02

MAIN LOOP TIME(SEC): 4.946E+02

0.20.4 Performance Results at the End of Q4

Figure 9 shows a weak scaling study of GTC-S that demonstrates the dramatic im-
provement in concurrency after the implementation of the new level of parallelism. At
the beginning of FY07, the GTC-S simulations on the Cray XT system, Jaguar, were
limited to 64 processors due to the lack of thread-level parallelism support on this type
of MPI-only system. By implementing a new MPI-based particle distribution method,
the code can now scale to 8192 cores and beyond. The Compute Power goes from 12.8
million particles/(second/step) for 64 cores to 1.5 billion particles/(sec/step), indicating
very good scaling. It is worth noting that the Compute Power on 64 cores is 57% higher
than the test case in Q2. This is due in part to the faster XT4 system but also to new
optimizations implemented in the code.

We also performed test runs using an instrumented version of the code using the
Cray Performance Analysis Tool (Cray PAT) in order to have hardware counter mea-
surements. Table 0.20.4 gives the total number of instructions (No. of Inst.) and
floating point operations (FP Ops) for the 3 of the runs of Figure 9. We show that the
weak scaling is also demonstrated by the hardware counters as the number of instruc-
tions and floating point operations increase proportionally with the number of particles
and cores.

0.21 New High Performance Parallel I/O in GTC-S

One of the newest additions to the GTC-S code is the change in the I/O layer, especially
for the checkpoint-restart files. At regular intervals, each MPI process in GTC-S opens
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Figure 9:Weak scaling study of the new GTC-S parallel algorithm. The device size is
fixed and the number of particles increases proportionally with the number of cores.
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an individual file and writes in it all the data required to restart the run from this point in
the simulation. Using standard unformatted Fortran I/O to write the data, this method
worked relatively well for a number of processors less than a thousand or so. For higher
concurrencies, the large number of restart files quickly becomes a problem for data
management and performance. Simple Fortran I/O, while convenient, can lead to ex-
treme slowdowns at scale. For instance, tests performed by Steve Hodson at Oak Ridge
National Laboratories demonstrate [204] that even with as few as about 10,000 cores,
there can be substantial performance degradation. For example, for 5 MB writes/reads
with 8640 writers, aggregate bandwidths are measured as 1.4 GB/s writing and 2.5
GB/s reading. For 10 MB writes/reads with 8640 writers, bandwidths are measured as
2.3 GB/s writing and 3.1 GB/s reading. Yet, when reducing the number of writers to
960, aggregate performance increases to 10.1 GB/s writing and 10.3 GB/s reading for
5 MB sizes and 7.2 GB/s writes and 9.0 GB/s reads for 10 MB. Another issue is poor
usage of parallel IO formats like HDF5 or parallel netCDF, which can result in extreme
slowdowns if IO calls are not optimized properly. This is because contention issues
with the simultaneous use of the storage systems metadata services can significantly
impact I/O performance. Cluster File Systems’ own tests have demonstrated this prob-
lem to be sufficiently significant to offer distributed metadata services in version 2.x of
the Lustre system. The performance issues raised above can be addressed with a variety
of techniques, including judicious use of asynchronous I/O techniques, best practices
implementations of various APIs, partial serialization of metadata operations, manag-
ing the sizes of writes and the number of concurrent writers, and scheduling I/O and
communication actions to best exploit the MPPs communication subsystem and I/O ca-
pabilities. Yet, to exploit such methods, end users must have detailed knowledge of the
underlying machine architecture, I/O and communication system configurations, the
communication and I/O behaviors of their parallel codes, and potentially, the runtime
behavior of other codes sharing the machine. Better solutions are needed to efficiently
operate and exploit the modern, high end MPPs now being deployed and used in U.S.
high performance computing centers.

The Asynchronous I/O API (AIO API) designed by our group provides an interface
almost as simple as a standard Fortran write, but in contrast to such direct methods, it
can be configured to use optimized MPI-IO calls, simple Fortran I/O calls, or asyn-
chronous methods such as the Georgia Tech DataTap servers [205] and the Rutgers
DART system [206]. More importantly, internal instrumentation of the API can be
used to better schedule MPP programs I/O actions and help deal with potential con-
gestion or slowdown caused by the concurrent actions of multiple MPP applications.
The key consideration for the development of the AIO API was that we do not wish to
supplant any existing data storage formats or IO mechanisms. Instead, it is intended
as a platform for simple, efficient use of the majority of the functionality of these
standards without the complexity of learning the intricacies of each different system.
Expertise built into this layer effectively and efficiently manages the underlying mech-
anism selected for each data grouping, using both static and dynamic machine and
program knowledge to optimize data transfer operations. The goal is to free the scien-
tist from the intricacies and complexities of I/O tuning. Additional important features
of this API include the following: (1) compact, binary data transmission, (2) feedback
mechanisms for scheduling storage-related I/O, (3) external configuration of data col-
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lection and storage/processing mechanisms, and (4) value-added, additional in-flight
and offline/near-line data processing on I/O data.

AIO encodes data in a compact, tagged, binary format for transport. This can
either be written directly to storage or parsed for repackaging in another format such as
HDF-5 or netCDF. The format consists of a series of size-marked elements, each with
a set of tags-values pairs to describe the element and its data. For example, an array is
represented by a tag for a name, a tag for a data path for HDF-5 or similar purposes, and
a value tag. The value tag contains the number of ranks, the dimensional magnitude
of each rank, the datatype, and the block of bytes that represent the data. Additional
mechanisms built into the AIO API provide feedback to the storage implementations
concerning the best times to perform IO and also to provide progress indicators to
gauge how quickly data transmission must be performed to ‘keep up with the code.

0.21.1 GTC-S Incorporation

Currently we have only incorporated our AIO APIs into the restart portion of the code.
We have seen that we get 11.5 GB/sec on our benchmark run on 128 processors. The
code produces only mzetamax files (usually 64) at each timestep. A very nice feature
of this io is that all restart files are marked with metadata so that they can be converted
into hdf5 or netcdf files. By splitting the number of files into mzetamax, it allows a
researcher to do validation with the particles in a particular spatial location, by only
reading in 1 restart file. This also permits us to lessen the time it takes to get this
information from HPSS. Our I/O routines have been used in the GTC (classic) code,
and have been shown by Hodson that we can get 20GB/sec in writing the restarts.

0.21.2 Initial Performance

We ran our initial test on 1024 processors, writing out mzetamax=64 files per time
dump. We calculated the I/O rate from timers around the initial open and close calls in
our aio APIs. We then showed the stability of our synchronous I/O by showing this for
12 timesteps. Our results are shown in table 0.21.2. We can see that the average I/O
rate = 12.98 GB/sec, with standard deviation of approximately 1 GB/sec. The deviation
is because we only ran on 1,024 processors while other users were on our system. We
are going to look more into optimizing the I/O synchronous method, since we have
optimized this at a little over 20GB/sec for a 15K processor GTC run.

0.22 Summary and Future Plans

With GTC-S, we have presented a generalized model which incorporates important re-
alism of tokamak experiments into nonlinear gyrokinetic simulations of plasma turbu-
lence. These include a systematic treatment of plasma rotation and equilibriumE×B
flow, realistic plasma profiles and corresponding MHD equilibria. The general geom-
etry simulation capability has been developed with the following favorable features: i)
By rescaling the radial coordinate, the grid size in the perpendicular direction is corre-
lated with the local gyroradius which, varying substantially from the core to the edge,
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Time Elapsed (s) File size (GB) GB/sec

4.37 58.88 13.48
4.98 58.88 11.83
4.06 58.88 14.50
4.38 58.88 13.46
4.85 58.88 12.15
4.90 58.88 12.03
4.97 58.88 11.84
4.24 58.88 13.89
4.24 58.88 13.81
4.43 58.88 13.29
4.72 58.88 12.47

Table 7: I/O rates for the new asynchronous parallel I/O method used in GTC-S to
write out the restart data. Only 64 files are created instead of one per MPI process.

defines the spatial scale of turbulence at different locations. ii) Gyrokinetic transforma-
tions of potential and charge density between particle and guiding center positions are
calculated with a finite ratio (Bθ/B) correction which is a significant geometry effect
on the turbulence calculation, particularly for spherical torus devices. iii) The applied
equilibriumE×B flow with the spatial scale of the plasma minor radius, which is be-
lieved to play an important role in determining the turbulence level, is calculated from
our first-principles based particle simulation of global neoclassical dynamics with im-
portant finite orbit effects. Working with a symmetry coordinate system, we can con-
struct a relatively regular mesh in real space for strongly shaped toroidal plasmas. This
also facilitates straightforward visualization. In the large aspect ratio circular concen-
tric geometry limit, cross benchmarks of the linear and nonlinear characteristics, such
as real frequency, growth rate, steady-state heat flux and zonal flow amplitude, of ITG
turbulence have been carried out to validate the general geometry model and simula-
tion.

Our immediate task on the physics front is to use GTC-S to study electron tem-
perature gradient (ETG) turbulence for NSTX at PPPL. An experimental campaign is
now underway to measure the radial spectrum of ETG turbulence and our simulation
in this area will be most timely. The problem has been studied with GTC with circular
geometry, for example, Lin et al. [203] and found that the ETG transport is too small
to explain the experimental observation from NSTX. With the new GTC-S, we can the
chance to study the problem in realistic tokamak geometry. In this exercise, we plan
to use over 10,000 nodes on Jaguar with more than 10 billion particles to simulate a
substantial slice of the NSTX plasmas. With the improved performance of GTC-S, the
simulation will probably take more than several hundred thousand processors hours.
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S3D Description

0.24 S3D : Sandia INCITE Team

0.25 Q2 Problem Information

0.25.1 Background and Motivation

In many practical applications for power generation, such as stationary gas turbines,
there has been a strong interest in achieving lean premixed combustion. Land-based
stationary gas turbines constitute a significant portion of the electrical power genera-
tion industry. The advantages of operating at very lean mixture conditions are high
thermal efficiency and low emissions of NOx due to lower flame temperatures. How-
ever, combustion at conditions close to the lean flammability limit has the drawbacks
of local extinction, emissions of unburned hydrocarbons and large amplitude oscilla-
tions in pressure that can result in mechanical damage to the turbo-machinery used in
power production. A fundamental understanding of the dynamics of premixed flame
propagation will help advance the combustion modeling capability and thereby achieve
the engineering design goals associated with lean premixed combustion.

0.25.2 Approach and Goals

Combustion at lean premixed conditions predominantly occurs in the flamelet and
thin-reaction zones regimes of premixed combustion [215]. In contrast to the flamelet
regime, the thin reaction zones regime is characterized by strong turbulence-chemistry
interactions which are not well understood and are very difficult to model. The thin
reaction zones regime is also the more appropriate for our numerical method given the
overlap in turbulence and flame length scales. We perform Direct Numerical Sim-
ulation (DNS) to understand the complex interactions between the turbulence and
the flame in the thin-reaction zones regime. The three-dimensional simulations have
been performed using a canonical slot-burner Bunsen flame configuration and detailed
methane-air chemistry, a good approximation to natural gas, the primary fuel used in
gas turbine power production. The simulations were performed for a duration long
enough to achieve statistical stationarity, necessary for model development. The ra-
tios of turbulence intensity-to-flame speed and integral length scale-to- flame thickness
determine the Reynolds and Karlovitz (flame stretch determining flame area produc-
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tion) numbers, important parameters which govern premixed combustion. A paramet-
ric study was performed by varying the inflow turbulence parameters to determine the
dependence of turbulent flame characteristics on Reynolds number and Karlovitz num-
ber. The resulting data will shed light on the role of small eddies penetrating into the
preheat layer ahead of the reaction zone and its effect on the flame thickness.

0.25.3 Problem Configuration

The simulation was performed in a slot-burner Bunsen flame configuration. The slot-
burner Bunsen configuration is especially interesting due to the presence of mean shear
in the flow and is similar in configuration to a burner used in experimental studies,
for example by Filatyev [216]. This configuration consists of a central reactant jet
through which premixed reactants are supplied. The central jet is surrounded on either
side by a heated coflow, whose composition and temperature are those of the complete
combustion products of the reactant jet. This arrangement is similar to the pilot flame
surrounding slot burners commonly used in experiments [216]. The reactant jet was
chosen to be a premixed methane-air jet at 800K andφ = 0.7. The unstrained laminar
flame properties at these conditions computed using PREMIX [217] are as follows:

1. Flame speed,SL = 1.8 m/s

2. Thermal thickness based on maximum temperature gradient,δL=0.3mm

3. Full width at half maximum (FWHM) of heat release rate,δH = 0.14mm, and

4. Flame time scale,τf=δL/SL=0.17ms.

One of the reasons for choosing a preheated inflow condition is that the cost of com-
putation is inversely proportional to the Mach number at the inflow. Preheating the
reactants leads to a higher flame speed and allows a higher inflow velocity without
blowing out the flame. Also, many practical devices such as internal combustion en-
gines, gas turbines and recirculating furnaces operate at highly preheated conditions.
One important consequence of preheating is that the reaction zone is broadened at
800K (δL/δH=2) compared to 300K (δL/δH=3). However, the preheat temperature
chosen here is low enough that flameless combustion [218] does not occur.

A parametric study was performed to investigate the effect of increasing turbulence
intensity on lean premixed combustion. The problem configuration, mixture equiva-
lence ratio and temperature are the same for all three simulations. However, they differ
in the domain sizes and inflow turbulence conditions. The simulation parameters are
given in Table 8. A uniform grid spacing of 20µm was used in the streamwise,x, and
spanwise,z, directions, while an algebraically stretched mesh in the transverse,y, di-
rection was obtained fromy(s) = f(s)× s, wheres is the equi-spaced computational
grid and0 ≤ s ≤ 1. The stretching function is given by,

f(s) = βs+ (1 + tanh s− s∗σ)
(
eks − βs

)
, (263)

wherek = ln(βs∗)/(s∗−1). The resultant mesh was mirrored across the jet centerline
(y = s = 0) to obtain a symmetric mesh. The form of the stretching function along
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Table 8: Simulation parameters
Case A Case B Case C

slot width (h) 1.2mm 1.2mm 1.8mm
Domain size in the streamwise,

crosswise and spanwise directions 12h× 12h× 3h 20h× 12h× 3h 20h× 12h× 3h
Number of grid points 52 Million 88 Million 195 Million

Turbulent jet velocity (̄U) 60m/s 100m/s 100m/s
Laminar coflow velocity 15 m/s 25 m/s 25 m/s

Jet Reynolds number (Rejet = Ūh/ν) 840 1400 2100
Turbulence intensity4 (u′/SL) 3 6 10

Turbulence length scale2,4 (lt/δL) 0.7 1 1.5
Integral length scale3,4 (l33/δL) 2 2 4

Turbulence Reynolds number(Ret = u′l33/ν) 40 75 250
Karlovitz Number(δL/lk)2 100 100 225

1 Kinematic viscosity at the inflow conditions,ν = 8.5e− 5m2/s, is used to compute Reynolds number.
2 Turbulence length scalelt is estimated aslt = u′3/ε̃, whereε̃ is the average turbulent kinetic energy
dissipation rate.
3 Integral length scalel33 is defined as the integral of the auto-correlation of the spanwise component of
velocity in the spanwise direction.
4 The turbulence scales evolve from the synthetic turbulence specified at the inflow. Theu′, lt and l33
values reported here are at the 1/4th streamwise location along the jet centerline.

with the choice of constants,β = 0.55, s∗ = 0.75 andσ = 1/16, yields a mesh that
has a uniform spacing of20µm in the center of the domain over a region5h in width.
Hereh denotes the slot width. The increase in grid spacing, (∆i+1/∆i−1), in the outer
part of the domain does not exceed 2%. While the uniform grid spacing at the center
of the jet ensures numerical fidelity and flexibility in post-processing, the boundaries
are pushed farther away to reduce their influence on the flame.

0.25.4 Reduced Chemical Mechanism for Lean Premixed Methane-
Air Flames

A reduced chemical mechanism for lean premixed methane-air flames was derived,
specifically tailored to minimize temporal stiffness while maintaining accuracy. Details
on the reduction methodology and validation of the reduced mechanism are presented
below and can also be found in Ref. [219, 220].

GRI-Mech 1.2 [221] is a detailed mechanism optimized for accurate prediction of
methane-air combustion under a variety of reaction conditions. It has been widely ap-
plied in combustion simulations involving methane oxidation. While the accuracy of
the GRI mechanism meets the requirement of the current DNS study, due to the heavy
demand in CPU time of the 3D simulation it is necessary to reduce the number of
species and reactions in the mechanism before it can be efficiently applied. Further-
more, since an explicit integration scheme is used in the current solver, it is necessary
to reduce the stiffness induced by highly reactive radicals with short time scales.

Mechanism reduction typically consists of two stages: (i) skeletal reduction which
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eliminates unimportant species and reactions from the detailed mechanism, and (ii)
reduction based on quasi steady state (QSS) assumptions which eliminate short time
scales as well as the number of species. The method of directed relation graph (DRG)
was developed in Ref. [222] as the first step in skeletal reduction to quickly remove
a majority of unimportant species and reactions in a detailed mechanism. More time
consuming reduction methods such as sensitivity analysis can also be applied to further
reduce the skeletal mechanism to the minimum size. The skeletal mechanism obtained
is subsequently further reduced with methods based on time scale analysis, and the
quasi steady state (QSS) method can be applied to moderate the stiffness and reduce
the number of resolved species. In the present study, the method we developed in a
previous work [223] is employed to identify the QSS species.

0.25.5 Mechanism Reduction Methodology

To collect a sample space covering typical reaction conditions in the current DNS study,
a set of reaction states were first sampled from two representative homogeneous appli-
cations: (i) perfectly stirred reactor (PSR) and (ii) auto-ignition. PSR is a typical ex-
tinction application covering moderate to high temperature range where a radical pool
already exists, and auto-ignition covers a low to moderate temperature range where a
radical pool is formed. Both reaction states in PSR and auto-ignition may be impor-
tant for studying premixed flames which span the low to high temperature range and
vastly different species concentrations. The reaction states were sampled under atmo-
spheric pressure, equivalence ratio from 0.6 to 0.9, and initial temperatures from 1000
to 1800K for auto-ignition and 300K for PSR. The method of DRG is then performed
on the sampled reaction states, and the worst case relative error induced to the major
species by species elimination was calculated for each species [222].

The dependence of the number of species in the skeletal mechanism as a function
of the threshold valueε is shown in Fig. 10. As observed and discussed in Ref. [222],

Figure 10: Number of species in skeletal mechanism as a function of the threshold
valueε in skeletal reduction with directed relation graph. Figure from Ref. [220].

while species with small values ofε, say ε <0.2, can be safely removed by DRG,
elimination of species with largerε might result in significant loss of accuracy due to
the possible existence of species group equilibrated by multiple fast reactions. On the
other hand, species withε of the order of unity, sayε >0.5, are strongly coupled with
the major species and should definitely be retained. Therefore, species in the detailed
mechanism are divided into three groups in DRG reduction as shown in Fig. 1: The
first group consisting of 11 species, HCCO, CH2CO, HCCOH, C2H, C2H2, CH3OH,
C2H3, C, C2H4, C2H5, and Ar, withε <0.2, is unimportant and can be safely removed;
the second group withε >0.5 is important species and has to be retained, while the third
group withε between 0.2 and 0.5 might be unimportant but is not safe to be removed
in DRG reduction.

Additional information, such as the sensitivity of global parameters, for example
the flame speed, is required to scrutinize the importance of the species that fall into the
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’uncertain group’ of DRG, and such additional analysis is typically significantly more
time consuming than DRG. While in many situations only very few species in the un-
certain group can be further removed after DRG, the heavy CPU time demand by the
current 3D DNS justifies the necessity to eliminate every non-crucial species in spite of
the effort required by this additional skeletal reduction stage. In the current work, con-
sidering that there are only seven species, namely H2O2, C2H6, CH2OH, CH3O, CH,
CH2(S), and CH2, in the uncertain group, a brute force but effective method, by com-
paring the global sensitivity of flame speed with respect to the elimination of each of
the seven species, was applied to reduce the skeletal mechanism to its minimum size,
and it was found that H2O2, C2H6, CH3O, and CH, can be further eliminated while
maintaining the accuracy of the flame speed. The final skeletal mechanism therefore
contains 17 species and 73 elementary reactions, which is further reduced by QSS as-
sumptions with the CSP method developed in Ref. [222]. Four radicals, CH2, CH2(S),
HCO, CH2OH, were identified as global QSS, resulting in a 9-step reduced mechanism.
Since the algebraic equations of the QSS relations are rather compact, the QSS species
concentrations were solved analytically without the need for iterations. As a result, the
overall convergence was obtained at a lower computational cost. Furthermore, the lack
of iterations ensured good performance on vector computing platforms.

0.25.6 Mechanism Validation

Since some crucial species for ignition processes, such as H2O2 and CH3O, are not
retained in the reduction, the reduced mechanism is not expected to be valid for igni-
tion applications or flames with re-ignition, which is not an aspect of the current DNS
study. Therefore the 9-step reduced mechanism was validated only against the detailed
mechanisms for PSR and laminar premixed flames. Figure 11 compares the tempera-
ture profiles in PSR for equivalence ratios of 0.6 and 0.9 between the 9-step reduced
mechanism and GRI 1.2. The good agreement indicates that the crucial species and

Figure 11: Comparison of temperature profiles as a function of residence time in per-
fectly stirred reactors for lean CH4-air under STP, calculated with detailed and reduced
mechanisms. Figure from Ref. [219].

reaction pathways for high temperature chemistry are intact in the reduced mechanism.
The validation of the laminar flame speed was then compared in Fig. 12. It can be

Figure 12: Comparison of laminar flame speed as a function of equivalence ratio for
lean methane-air under STP, calculated with detailed and 9-step reduced mechanisms.
Figure from Ref. [219].

seen that while the error gradually increases as equivalence ratio approaches unity, the
agreement is very good nearφ=0.7, which is the target mixture composition for the
current DNS study.
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0.25.7 Numerical Method

The simulations were performed using the DNS code S3D, which has been documented
as part of the FY05 Joule exercise. A brief description of the code is given below.
Please see section[0.27.2] for details.

S3D solves the fully compressible Navier Stokes, species and energy equations
with a fourth-order Runge-Kutta method for time integration and an eighth-order ex-
plicit spatial differencing scheme [224, 225]. A tenth-order filter was used periodically
to damp any spurious high-wave number oscillations. The mixture specific heat is
determined locally as a function of mixture composition; that is,Cp =

∑
k Cp,kYk,

where eachCp,k is curve-fitted as a function of temperature using the Chemkin ther-
modynamic database [226]. The molecular viscosity is also temperature dependent and
constant Lewis numbers for individual species are used.

The flame is anchored at the inflow plane by specifying the species mass frac-
tions and temperature from an unstrained laminar flame solution using a progress vari-
able lookup. A hyperbolic tangent function was used to obtain a smooth variation of
progress variable between the unburned and burned conditions. A turbulent velocity
field was synthesized by specifying the length scale, magnitude of velocity fluctuations
and spectral energy density. The resultant velocity field was added to the mean inflow
velocity profile and used as the velocity inflow boundary condition based on Taylor’s
hypothesis.

Navier-Stokes characteristic boundary conditions (NSCBC) [227, 228, 229, 230]
were used to prescribe the boundary conditions. The boundary conditions were peri-
odic in the spanwise direction (z), non-reflecting inflow and outflow in the streamwise
direction (x), and non-reflecting outflow [227] in the transverse direction (y). Based on
the jet inlet velocity and the streamwise domain length, a flow-through time is 0.24ms.
The solution was advanced at a constant 2ns time-step for three flow through times for
case A and two flow through times for cases B and C. The first flow through time was
neglected to account for initial transients when performing data analysis. Data from 61
equally spaced time instants from the remainder of the simulation was used to obtain
the statistical results presented in the next section. Averaging is performed in the ho-
mogeneous direction (z) and time. Symmetry across the centerline is exploited where
feasible.

0.25.8 Q2 Benchmark Run Description

As part of the Joule exercise, the above mentioned simulation was benchmarked in Q2
of FY2007. In particular, the simulation case C (see Table 8) was benchmarked on the
Cray XT4 system at NCCS, ‘Jaguar’. The simulation case C had 195 million grid points
and was performed on 7200 cores of the system. The simulation was advanced through
3000 timesteps and performed I/O 4 times during the benchmark simulation. The code
was also instrumented with the CrayPat tools which provide the hardware performance
counters through the pathwpc utility. As described in the FY2005 S3D Joule report, a
useful measure of S3D performance is the ’cost of simulation per grid-point per time-
step’ for a given problem configuration. The Q2 benchmark run required 5570 seconds
on 7200 cores. Therefore, cost of simulation = 5570 * 72003600×195× 106 × 3000
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= 1.9× 10−8core− hours/grid− point/time− step
The pathwpc utility reported the floating point computation rate to be 12.4% of

the peak performance.
The current version of S3D code solves for the variables on a 3D Eulerian grid,

and only this data is output during I/O. The following section discusses a science result
obtained from analyzing the data produced from the simulation at the current capability.
It further discusses the additional insight that can be obtained from the new capability
proposed to be implemented during Q3 and Q4 of FY2007.

0.25.9 Effect on flame thickness

It has been proposed [231] that in the TRZ regime, the turbulent eddies can penetrate
the preheat zone and increase the mixing process, leading to a thicker flame. However,
the results of experimental studies in this regime are contradictory, with some reports of
thicker flames [232, 233] and others of thinner flames [234, 235]. See Ref. [236] for a
detailed discussion of the contrasting experimental results on this topic. Computational
studies have not yet yielded a definitive conclusion on the flame thickness issue either.
Although some computational studies [237, 238] have found that, on average, the flame
gets thinner, the results are not conclusive due to the lack of realism in 2D turbulence
in Ref. [237] and statistical stationarity in Ref. [238]. Here, we analyze the current
simulation results available on the 3D eulerian grid to determine if, on average, the
flame thickness increases or decreases relative to a laminar flame.

A reaction progress variable,c is defined based on the mass fraction of O2. While
c is usually defined based on the deficient reactant, in this case CH4, such a definition
here will omit a significiant portion of the oxidation layer, since the heat release is only
66% complete where CH4 is completely consumed. Therefore,c is defined using O2
mass fraction. Based on the laminar flame solution at the chosen reactant conditions,
the heat release is a maximum atc = 0.65. Therefore, the iso-surface corresponding to
c = 0.65 is taken as the flame surface.

The reciprocal of the magnitude of progress variable gradient,1/|∇c| yields a flame
thickness analogous to the definition used for the laminar thermal thicknessδL. |∇c| is
averaged over intervals of c and compared with the unstrained laminar flame profile in
Fig. 13. In ref. [220], the conditional mean of|∇c| was presented for case A and the
results showed that the mean|∇c| was lower in the turbulent flame than in a laminar
flame, which indicated flame thickening. Here, the same analysis is also applied to
cases B and C, to verify if the flame continues to get thicker as the turbulence intensity
is increased. A comparison of case A with case B in Fig. 13 shows that the mean gradi-
ents are further reduced. This again indicates an increase in flame thickening due to the
increase in turbulence intensity fromu′/SL = 3 to 6. However, a comparison of case
B with case C shows that there is negligible increase in flame thickness even though
the turbulence intensity was increased fromu′/SL = 6 to 10. This is a very interesting
result and the reason for the lack of flame thickening at the highest turbulence intensity
needs to be ascertained.

To further understand the role of flame surface curvature in thickening of the flame,
a balance equation for the iso-surface following derivative of|∇c| on the progress
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1/4 1/2 3/4

Figure 13: Conditional means of|∇c| compared to the laminar flame profile for the
three simulations. The means are computed at three chosen streamwise locations cor-
responding to 1/4, 1/2 and 3/4th of the domain length in the stream-wise direction.
Figure from Ref. [239].

Figure 14: Budget of the source terms in Eq. 264 as a function of curvature at the three
chosen streamwise locations for Case A. The terms are non-dimensionalized usingτf .
Figure from Ref. [220].

variable iso-surface is written as [240],

DDt|∇c| = − (an + Sdn) |∇c| (264)

where, the normal strain,an, is given in terms of the dilatation (ad) and the tangential
strain rate (at) asan = ad−at. Furthermore, the propagation speedSd is decomposed
into its reaction, normal diffusion and curvature components asSd = Sd,r + Sd,n +
Sd,c [241]. From Eq. 264 it is seen that a positive (negative) valued term on the RHS
can act as a source (sink) for|∇c|, thereby leading to thinner (thicker) flame.
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A budget of the different terms conditional on curvature atc=0.5 is shown in Fig. 14
for Case A leading to the following observations. First, the dilatation is found to de-
crease with curvature, due to the negative correlation ofSd with curvature [241]. Sec-
ond, tangential strain rate is also found to be negatively correlated with the magnitude
of curvature and therefore highly curved regions have lower values ofat and vice versa
(Note that Fig. 14 shows thenegativeof at). Furthermore, it is seen that at large posi-
tive values of curvature, the strain rate can become compressive. Curved flames cause
an induced strain rate due to flow field divergence, which is dependent on the sign of
curvature (convex or concave). This contributes to the asymmetry ofat dependence
on curvature and the compressive strain found at high positive curvatures and absent at
high negative curvatures. Positive values of the tangential strain rate act as a source of
|∇c| and hence cause thinning of the flame. Third, as the tangential strain rate decays
in the downstream direction, the sum of the reaction and normal diffusion components,
otherwise known as kinematic restoration term [231],∂Sd,r+n/∂n, also decays to re-
store the balance. However, by the ‘3/4’th position, the kinematic restoration is signif-
icantly reduced such that the strain rate is mainly counteracted by dilatation. Fourth,
for small curvatures,−2 < |∇ · n|δL < 2, ∂Sd,c/∂n is relatively small in comparison
to the other terms and the tangential strain is primarily counteracted by dilatation and
kinematic restoration. However, for large values of curvature, the curvature term is
significant and acts as a sink for|∇c| leading to thicker flames. Thus, the source of
the variation in flame thickness can be explained using Eq. 264. Further insight can be
obtained by tracking the history of iso-surface elements as they propagate and convect
across the domain [242].

0.25.10 Tracer particle

Tracer particle methods are used commonly in the fluid-mechanics and combustion
communities for fundamental understanding of flow and flame physics [243, 242].
Tracer particles are massless particles that are advected in the computational domain
concurrent with the solution evolution. In the case of S3D, the equations for the field
variables will continue to be solved and advanced in time on the Eulerian grid. The par-
ticles will be used to sample and report the relevant data without influencing the main
solver. As an example, the tracer particles can be advected at the local Eulerian veloc-
ity. Then the instantaneous location of the tracer particle will have to be obtained from
time integration of the Eulerian velocity. This is known as Lagrangian fluid element
tracking. In a reacting flow, the tracer particles can be advected at the same velocity as
a scalar iso-surface, corresponding to either a reacting scalar (such as species concen-
tration or temperature) or a conserved scalar (such as mixture fraction). This is referred
to as scalar iso-surface element tracking.

In turbulent combustion the flame is influenced by time-varying flow fields and
responds to the flow. For example, in the case of a non-premixed flame, the flame may
extinguish or reignite depending on the local scalar dissipation rate. In a premixed
flame the fluid dynamical strain tends to increase the flame surface area, while the
action of vortices cause wrinkling of the flame surface. Both of these effects change
the burning rate per unit area of a premixed flame surface. However, due to the finite-
rate of the underlying chemistry, a flame has a finite response time. In other words, it
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does not respond to the imposed flow conditions infinitely fast. The flame response has
been known to depend on the ratio of the time-scale of imposed flow fluctuations to the
flame time scale [244]. Therefore, an instantaneous state of a flame at any location in
the domain is determined not only by the local conditions, but also by the history of
the conditions that it underwent during its advection through the domain. In order to
unambiguously match the cause and effect, it is necessary to know the history of the
flame element. To obtain such a history from the data on an Eulerian mesh alone would
require a volume of I/O several orders of magnitude higher than the current I/O rate.
This would degrade the performance of S3D to an unacceptable level.

Alternatively, the location of several flame elements can be tracked using a tracer
particle advection algorithm and the quantities of interest can be interpolated to this
location and periodically output to the disk. This approach would involve an increase
in computational cost due to the overhead involved in determining the instantaneous
flame-element location and the I/O required to output the additional particle data. How-
ever, it is expected that it would provide a level of scientific understanding which was
not obtainable from the earlier capability.

0.25.11 Flame element tracking

A flame element can be tracked by following the motion of a scalar iso-surface element.
In the case of premixed flames, a reactive scalar known as the progress variable defines
the flame surface. In the case of non-premixed flames, a passive scalar known as the
mixture fraction defines the flame surface. Letφ be the scalar andφ = φ∗ be the scalar
iso-surface being tracked. Let~xf denote the instantaneous location of a flame surface
element.~xf can be determined by integrating the equation,

d~xfdt = ~u+ Sd ~n (265)

where,~u is the local Eulerian fluid velocity.Sd is the displacement speed of the iso-
surface (φ = φ∗) given by [240],

Sd = Dφ/Dt|∇φ| (266)

D/Dt is a material derivative and it consists of the diffusion and reaction terms that
are also present in the original set of scalar equations solve by the main solver.~n is the
unit normal vector to theφ iso-surface.

The tracer particle algorithm will perform the following steps:

1. Distribute tracer particles on the flame surface at the start of the simulation.

2. Perform accurate time integration of equation 265 to determine the instantaneous
particle locations.

3. Retire particles that leave the domain.

4. Retire particles that are in a singular region. (Regions of the domain where
∇φ = 0 represent singular regions. In these regions, an iso-surface element
becomes degenerate. This is also seen from equation 266 where∇φ appears
on the denominator. One common source of occurrence for this event is flame
merging and pinch-off or other topological changes.)
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5. Maintain a constant inflow of particles at the inflow boundary.

6. Periodically interpolate key derived variables to the particle location and output
the data.

7. In addition, a parallel implementation will require an exchange of the particles
across MPI threads when they move across one MPI domain into another.

After a good implementation of the tracer particle algorithm has been obtained, the
following steps will be necessary before the new capability can be used in a production
simulation.

1. Validate the accuracy of the tracer particle algorithm by testing it in a simulation
of a known flow problem such as the Taylor-Green vortex.

2. Perform simulations with different tracer particle populations to determine the
necessary characteristics of the tracer particle population that can provide statis-
tically convergent and acceptable results.

3. Determine the key derived physical quantities that must be interpolated to the
particle locations as part of data output.

0.25.12 Data Analysis

Currently S3D writes data using unformatted fortran binary I/O statements. The data
is usually archived in HPSS as the simulation progresses. The data is also migrated
to a smaller resource such as the Linux cluster at the Combustion Research Facility
(SNL) or the SGI Altix system at the NCCS. Since FY2006, the S3D Sandia INCITE
team has generated over 40 TB of data from several simulations. Data cannot be held
on the scratch space of the analysis systems longer than a couple of weeks. However,
the analysis is an iterative process and requires revisiting the data periodically to obtain
new information. Everytime the data needs to be analyzed, data is downloaded from the
archive and migrated to the appropriate resources. The analysis is then performed using
S3D itself. S3D has a built-in data reader for the unformatted binary data which does
a reverse of the write procedure. The large 3D data is topologically and statistically
aggregated into a condensed form suitable to be viewed as line plots or contour plots.
This is then output in small text files suitable for plotting software such as tecplot. The
particle tracking module will require an additional data reader for reading the particle
data. It will also require additional analysis routines to produce output such as the
average time history of flame elements, scalar-velocity correlations, history effects,
etc.

0.26 Q4 Problem Information

0.26.1 Ethylene chemical mechanism

To study effects of turbulence-chemistry interactions in turbulent combustion regimes
of extreme flame extinction, followed by reignition, confidence in the chemical mech-
anism is important. A reduced ethylene mechanism was developed from a validated
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detailed mechanism [248] by first creating a skeletal mechanism with fewer species
using the directed relation graph method and sensitivity analysis. The mechanism was
further reduced by defining quasi-steady state (QSS) species using a computational
singular perturbation analysis. The resulting mechanism consists of the following 19
transported chemical species: H2, H, O, O2, OH, H2O, HO2, H2O2, CH3, CH4, CO,
CO2, CH2O, C2H2, C2H4, C2H6, CH2CO, C2H6, and N2.

The reduction strategy was tailored for use in multi-dimensional, turbulent, reacting
flow simulation. Specifically, the reduction in the number of transported species, along
with minimization of temporal and spatial (e.g. required grid resolution) stiffness,
through QSS species, results in significant computational cost savings that makes DNS
with complex chemistry feasible. In addition, the QSS approximation is implemented
without the need for nonlinear iterative solution, which reduces computational costs
and improves numerical stability.

The reduced mechanism was extensively validated for ignition delay time, PSR
extinction residence time, laminar premixed flame speed, and species profiles in pre-
mixed laminar flames, and opposed jet diffusion flames. Excellent agreement between
the reduced and detailed mechanisms were obtained; details can be found in [249].

0.26.2 Configuration and Initial Conditions

The flow configuration is a temporally-evolving, planar slot-jet consisting of a central
slab of fuel, surrounded by oxidizer. The configuration was chosen to be similar to the
medium Reynolds number case by Hawkes et al. [250] in simulating extinction and
reignition of a CO/H2 jet, allowing for a comparison of the differences between fuel
types under similar flow and chemical parameters. Hawkes et al. analysed reactive
surfaces of a reactive scalar and found the dominant mode of flame reigntion to occur
via edge flame propagation and turbulent flame folding [251]. Edge flame propaga-
tion dominated in regions of lower scalar dissipation rate whereas the highest rates of
reignition were found to occur by flame folding at higher scalar dissipation rates. Ex-
tinction and ignition behavior of ethylene are expected to be significantly different than
that of CO/H2. Hawkes et al. observed monomodal PDFs of reactive scalars (e.g. OH)
during extinction and reignition, whereas we have observed bimodal behavior of PDFs
of reactive scalars for the ethylene flame during extinction. These results are consis-
tent with the experimental studies of Masri and Bilger, who considered nonpremixed
flame extinction with H2, CO/H2, and CH4 flames [252]. CO/H2 has a broader reac-
tion zone width in mixture fraction, and a lower activation energy than ethylene. Hence
CO/H2 is a more robust fuel than ethylene in terms of its extinction and reignition char-
acteristics, and important differences in the flame structure of the resulting reignition
processes may occur.

Table 9 gives the geometric parameters used in the present simulation. In the table,
H is the initial jet velocity height,∆U is the velocity difference between the fuel core
and the surrounding oxidizer, and Rejet is based on H,∆U , and the kinematic viscosity
of the fuel core.L and∆x are the domain length and grid spacing, respectively. The
jet time τjet is H/∆U . Here, x, y, and z denote the streamwise, cross-stream (mean
shear), and spanwise directions, respectively. The corresponding boundary conditions
are periodic, non-reflecting outflow [253], and periodic, respectively.
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Table 9: Temporal ethylene jet simulation parameters.

H (mm) 0.96 Lx/H 12 u′/∆U (init) 5%
∆U (m/s) 196 Ly/H 19 H/L11 (init) 3
Rejet 5120 Lz/H 8 τjet (ms) 0.0049
Hξ (mm) 1.5% ∆x (µm) 17 τrun/τjet 140
δu (mm) 0.19 δξ (mm) 0.74 Mean timestep (ns) 5

The jet is initialized with a mean shear velocity gradient. To trip the turbulent shear
layer, an isotropic, turbulent velocity spectrum (Passot Poquet [254]) was set up in the
fuel core region. The spectrum parameters areu′ andL11 given in Table 9.

The composition field was initialized by specifying a mixture fraction profile be-
tween the fuel and oxidizer streams. A hyperbolic tangent transition with a character-
istic width δξ was used between the streams. The width corresponds to about 50% of
the extinction value. A one-dimensional, strained flamelet solution was solved in the
mixture fraction coordinate, with unity Lewis numbers, and the composition, temper-
ature, mixture fraction dependence used to initialize a burning flame in the jet. The
composition- and temperature-dependent scalar dissipation rate profile in the one di-
mensional solution was computed to match the corresponding mixture fraction-spatial
profile of the temporal jet [249].

It was desired to match as many parameters between the CO/H2 simulation and
the present simulation with the ethylene fuel. The parameters of interest are the stoi-
chiometric mixture fraction, the density ratio of reactants and products, the kinematic
viscosity, and the extinction scalar dissipation. Table 10 shows a comparison of pa-
rameters between the fuels. Three values of the stoichiometric mixture fraction of the
ethylene fuel are listed. The extinction scalar dissipation rate is the same in each case.
To achieve a composition that gave the desired parameters, the total nitrogen in the
system was varied. At a given value of nitrogen the stoichiometric mixture fraction
was varied by moving nitrogen between the fuel and oxidizer streams [255]. Note the
remarkable agreement between the parameters forξ = 0.422 between the CO/H2 and
C2H4 cases. In the table, the density ratio is between stoichiometric reactants and prod-
ucts. The number of moles can be normalized in each stream to give the corresponding
mole fractions.

Three dimensional test cases were run at low resolution usingξst values of 0.422
and 0.25. In each of these cases global extinction of the flame occurred. The stoichio-
metric mixture fraction was reduced to move the flame further away from the shear
layer. The present case was run withξst = 0.17.

0.26.3 Results and Discussion

Figure 15 shows the temperature contours on a span-wise cross-section of the 3D do-
main at different instances in time. At the initial condition, the flame was fully burning.
At later times portions of the flame were extinguished as seen from the reduction in the
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Table 10: Comparison of fuel parameters.

CO/H2 C2H4

ξst 0.422 0.422 0.25 0.17
To (K) 500 550 550 550
ρr/ρp 4.2 4.3 4.5 4.8
ν (cm2/s) 0.416 0.421 0.4 0.37
χq (1/s) 2380 2380 2380 2380
Tq (K) 1296 1700 1792 1894
Tad (K) 2376 2345 2453 2569
nO2, ξ=0 0.6 3 3 3
nN2, ξ=0 1.8 6.988 8.576 8.417
nN2, ξ=1 0.8 6.602 3.0 1.369
nC2H4 or CO, ξ=1 1 1 1 1
nH2, ξ=1 0.2 - - -

high temperature area. Towards the end of the simulation, after 0.48 ms, the extin-
guished regions reignite again as evident from the marked increase in the area of high
temperature regions. Therefore, the simulation achieved its goal of enacting an extinc-
tion and reignition event in turbulent non-premixed flames. The data will be analyzed
to obtain insights into the mechanisms that govern and contribute to the reignition.
Specifically, the role of the scalar dissipation rate due to turbulent fluctuations in the
flow field will be studied using statistical measures such as the means and variances of
the scalar dissipation rate and temperature, shown in figure 16.

S3D makes use of the increased computational capability in a weak scaling mode
by solving a larger problem within a comparable wall-clock time. In particular, a faster
computer that can perform a higher number of floating point operations per second is
used by S3D to achieve one of the following. (i) An increased grid size which will
allow the simulation of higher Reynolds number regimes by capturing a wider range
of length scales. (ii) Larger chemical complexity which will allow the simulation of
more complex and realistic hydrocarbon fuels. (iii) Longer integration time which
allows a more complete temporal development of the solution and a larger statistics
sample set for data analysis. During the FY’07 we have performed a larger simulation
using a larger computer resource. The characteristics of the current (Q4) ethylene-air
non-premixed flame simulation are compared against the previous (Q2) simulation of
a methane-air premixed flame in table 11. It is seen that roughly twice the degrees of
freedom were simulated in Q4 but within the same wall-clock time by utilizing twice
the number of processors than before. Thereby, the S3D team has achieved the Joule
metric for the current year.
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Figure 15: Contour plots of temperature shown in the progression in the levels of
extinction and subsequent reignition. Vigorously burning high temperature regions are
colored red.
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(a) (b)

Figure 16: Conditional statistics on the stoichiometric mixture fraction surface. (a)
Mean and standard deviation of scalar dissipation rate. (b) Standard deviation of tem-
perature.

Table 11: Comparison of the Q2 and Q4 simulations demonstrating the factor of two
increase in simulation scale.

Q2 Q4

Chemistry Methane-air Ethylene-air
Number of chemical species 13 19

Degrees of freedom per grid point 17 23
Simulation mesh size 195 million 341 million

Total degrees of freedom 3.3 billion 7.8 billion
Number of processors used 7,200 14,112

Processor hours 1 million hours 1.6 million hours
Wall clock days 6 days 5 days

Sustained FLOP/s 4.6 TF 10.2 TF
Fraction of peak performance 12% 14%
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0.27 S3D Performance

0.27.1 Introduction

During Q2 of FY’07 a fully resolved direct numerical simulation of turbulent premixed
flame was characterized and formed the starting point for this year’s joule activity. At
the end of FY’07 we have performed a 350 Million grid point simulation of extinction
and reignition in ethylene-air non-premixed flames. During this period, the Cray XT
system at the NCCS has roughly doubled in its capability while the S3D team has also
scaled up the simulation to time-advance more than twice the degrees of freedom than
before. The combination of these two advances has enabled the achievement of a new,
unique and larger science simulation within similar wall-clock times. During this pe-
riod, due to the efforts of the SciDAC PERI team, the computational performance of
S3D has also been improved. The following report describes the computational im-
provements to the code, followed by a description of the new simulation and lastly
demonstrates the factor of 2 increase in simulation capability achieved during this pe-
riod.

Figure 17: Weak scaling performance of S3D on a Cray XT3+XT4 hybrid at NCCS.

S3D uses almost no collective communication; almost all communication is near-
est neighbor point-to-point non-blocking operations with the opportunity to overlap
message communication. Thus, S3D exhibits excellent weak scaling performance.12

Figure 17 shows results from running a model problem that uses a50 × 50 × 50 grid
per core on Jaguar. Runs exclusively on XT4 nodes consistently take approximately
55 microseconds per grid point per time step as the computation is scaled from two to
8192 cores, as shown by the red curve in the figure. While runs exclusively on XT3
nodes yield similar flat weak scaling, the runs take slightly longer – approximately 68
microseconds per grid point per time step – due to the lower memory bandwidth of the
XT3 nodes. The blue curve in Figure 17 shows the performance of the XT3 nodes.

12Weak scaling is when the problem size is directly proportional to the number of processors.
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Figure 18: Distribution of exclusive time among S3D’s procedures and loops for se-
lected processes in a 6400 core execution.

With Jaguar’s current configuration, runs on more than 8192 cores must use a com-
bination of XT4 and XT3 nodes. S3D also exhibits outstanding weak scaling perfor-
mance on such heterogeneous configurations, as shown by the green curve in Figure 17.
However, performance is dominated by the memory bandwidth limitations of the XT3
nodes when a constant problem size per core is used. Thus, the cost per grid point per
time step from 12000 to 22800 cores is approximately 68 microseconds, matching the
computation rate on the XT3 cores alone.

We performed a detailed performance analysis of runs on heterogeneous alloca-
tions using TAU [245]. Figure 18 shows a quantitative breakdown of execution time
among loops and procedures for a subset of the processes in a 6400 core execution.
Each row of colored bars represents the breakdown of time among activities by a pro-
cess. Each column of colored bars represents an activity, e.g. time spent in a particular
procedure or loop. The processes shown exhibit two general equivalence classes of per-
formance. The processes represented by the lowermost three rows spend substantially
longer inMPI Wait , which is represented by the leftmost column of bars. Analy-
sis of the metadata associated with the execution confirmed that these processes were
mapped to XT4 nodes. The other processes shown, which were mapped onto XT3
nodes, spend much less time inMPI Wait . Close examination of the figure shows
that some columns of bars, such as the second from the left, are nearly identical in
length, while for others, such as the fourth, sixth and seventh columns from the left,
the bars for the processes on XT3 nodes are noticeably longer. Further study of these
data showed that CPU-bound computations take approximately the same time on both
XT3 and XT4 nodes, while memory-intensive loops take longer on the XT3 nodes.
Overall, these results show that overall application performance on the hybrid system
is limited by the memory bandwidth of the XT3 nodes. The slower performance of
the XT3 nodes on memory-intensive loop nests causes the XT3 nodes to arrive late at
communication events, which is reflected by the longer waiting time on XT4 nodes.

As part of the Joule metric, S3D will run a large problem on the full Jaguar instal-
lation. The overall goal is to run a very large problem that demonstrates the addition of
new chemistry capabilities to S3D. However, completion of that problem will require
outstanding single node and scaling performance. Although S3D already performs
very well on the combined machine, the clear performance limitation of the XT3 nodes
on overall performance suggest a straighforward mechanism to improve overall perfor-



0.27. S3D PERFORMANCE 143

Figure 19: Predicted average cost per grid point when when balancing computational
load between Cray XT3 and XT4 nodes on a hybrid system.

mance. Specifically, we can run a smaller problem size on the XT3 nodes than on the
XT4 nodes, compensating for the approximately 24% performance degradation caused
by the lower memory bandwidth of the XT3 nodes. Overall, we conservatively estimate
that a50×50×40 grid size on the XT3 nodes will take no longer than the50×50×50
problem takes on the XT4 nodes. By only reducing one dimension, we will minimize
the coding effort required to support heterogeneous problem sizes per task in S3D. The
resulting time per grid point per time step will then depend on the proportion of XT4
nodes to XT3 nodes, as shown in Figure 19. In the current configuration, 46% of the
nodes are XT4 nodes, leading to a predicted performance of 61 microseconds per grid
point per time step when averaged across all of the processors in the hybrid system.

0.27.2 Improving the node performance of S3D.

Data-intensive codes such as S3D tax the capabilities of microprocessor-based com-
puter systems. The memory subsystem of Jaguar’s XT3 compute nodes can deliver
less than three bytes per clock cycle from memory to the Opteron processor. For this
reason, the speed of computations that do not reuse data in registers or cache is limited
by the machine’s memory bandwidth; without careful optimization, scientific codes
often achieve as little as 5–10% of peak performance on microprocessor-based sys-
tems. Therefore, restructuring S3D’s data-intensive kernels to reduce their memory
bandwidth requirements offers an opportunity for boosting application performance.

Another motivation for restructuring S3D to reduce its memory bandwidth de-
mands is that the XT3 and XT4 nodes in Jaguar differ in the maximum memory band-
width that they support. Because of their faster memory, the XT4 nodes are 24% faster,
as shown in Figure 17. Restructuring S3D to reduce its memory bandwidth needs will
reduce the performance disparity between the XT3 and XT4 nodes in the hybrid sys-
tem.
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Figure 20: S3D’s diffusive flux computation annotated with opportunities for reusing
data values.

To investigate the node performance of S3D, we used Rice University’s perfor-
mance tools [246] to study a single-processor execution of a pressure wave test on a
503 domain. For the study, we used a single node of a Cray XD1 with a 2.2 GHz
Opteron 275 processor and DDR 400 memory, which provides 6.4 GB/s of memory
bandwidth (as on Jaguar’s XT3 nodes). For the model problem, S3D achieved .305
FLOPs/cycle, which represents 15% of peak.

Using , we pinpointed several data-intensive kernels in S3D that did not fully ex-
ploit the memory hierarchy. Figure 20 shows S3D’s diffusive flux computation, which
was the most costly loop nest in the execution. The loop nest updates a 5-dimensional
data structure. Two loops over the direction and the number of species appear explic-
itly in the source code; other thee-dimensional loops are implicit in the Fortran 90 array
operations. For the model problem, this 5D loop nest accounts for 11.3% of S3D’s ex-
ecution time on a Cray XD1 node. By comparing the FLOPs executed by the loop
nest and the cycles spent in it, we found that the loop nest achieves only 4% of the
theoretical peak performance.

In Figure 20, the code for the diffusive flux computation is overlaid with colored
markings that indicate data reuse. Definitions and uses of thediffFlux array are
underlined in red. The red arrows show how definitions of values are reused by later
statements within the DIRECTION and SPECIES loops. The outer loops also offer
a myriad of other opportunities for reusing data. References underlined in green will
be used by every iteration of the DIRECTION loop since they lack anmsubscript.
References underlined in blue will be used by every iteration of the SPECIES loop
since they lack ann subscript. If the code is executed as naturally written, almost all of
the values will be evicted from cache rather than being reused because each503 slice
of thediffFlux array almost completely fills the 1MB secondary cache.

To restructure the diffusive flux computation to exploit the potential reuse, we used
Rice University’s LoopTool utility [247], which supports source-to-source restructur-
ing of loop nests written in Fortran. To apply LoopTool, we outlined the loop nest into
a separate file, and marked up the code with directives indicating the transformations
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Figure 21: Using LoopTool to optimize S3D’s diffusive flux computation on a503

domain.

that it should perform. Figure 21 provides a pictorial rendering of the code restruc-
turing performed with LoopTool. The left side of the figure shows a diagram that
represents the structure of the original code. The green and brown arcs represent the
DIRECTION and SPECIES loops. The two conditionals are shown explicitly, though
the logical predicate variables have been abbreviated. The thick red, purple, blue, and
black lines represent the code’s Fortran 90 array statements.

The right side of the figure shows a diagram that represents the code after LoopTool
applied the transformations listed in the figure. Unswitching the two conditionals out
of the original loop nest yields four loop nests, each customized for a particular setting
of the switches. The gray arcs in the transformed code represent the loops over the
first three dimensions of thediffFlux array that arise when LoopTool scalarizes
the Fortran 90 array notation. Within each of the four customized loop nests, all of
the colored lines representing statement instances have been fused into a single set of
triply nested loops. The arc for the greenm loop is not present in the transformed
code. Instead, the code has been unrolled three times; replications of the inner loop
resulting from this unrolling are indicated by the green shading. Similarly, the brown
n loop has been unrolled by two, which causes an orthogonal duplication of each of
the three copies of the innermost loop body present after unrolling them loop. This
additional duplication is shown by the left-to-right duplication of statements shaded in
brown. This figure conveys some of the complexity of the resulting code following
LoopTool’s transformations. The LoopTool-generated code for this loop nest runs 2.94
times faster than the original. This change alone reduced the entire programs execution
time by 6.8% for a503 problem size.

Further analysis of S3D’s node performance with , tuning loops with LoopTool, and
some manual adjustment of procedure argument passing conventions to avoid copying
4D slices of a 5D array yielded an aggregate improvement of roughly 12.7% for the
503 problem size on the Cray XD1.
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REPRINT of FY05 S3D
INCITE OASCR Joule software
assertion

0.28 S3D : A Direct Numerical Simulation of Chemical
Combustion

Executive Summary

In anticipation of performing the FY05 INCITE goal, the first Direct Numerical Sim-
ulation (DNS) of a 3D turbulent nonpremixed flame with detailed chemistry aimed at
understanding extinction and reignition mechansisms, we have successfully optimized
key kernels in the DNS code, S3D, on NERSC’s IBM SP, Seaborg, and on ORNL’s
Cray-X1, Phoenix. This document provides an overview of the INCITE goal, the math-
ematical formulation and numerical implementation, the rationale behind the selection
of the physical configuration and parameters, and code optimization on two platforms.
While optimization on Seaborg resulted in modest gains, vectorization of S3D on the
Phoenix resulted in ten-fold increases in performance efficiency. S3D was found to
scale well on both platforms.

0.28.1 Introduction

The objective of this document is to provide an overview of the code optimization and
performance studies leading up to and including the FY05 INCITE goal as part of the
2005 Joule Software Effectiveness Study. The INCITE goal is to simulate directly the
first 3D turbulent nonpremixed H2/CO/N2-air flame with detailed chemistry aimed at
studying the mechanisms of extinction and reignition. The grid number planned is 0.2
billion. To our knowledge, this would be the largest DNS of a turbulent flame with
detailed chemistry performed to date. A state-of-the-art parallel 3D Direct Numerical
Simulation (DNS) solver for turbulent reacting flows, S3D, is used to perform the sim-
ulations [260]. This code was developed with support from the BES Chemical Sciences
over the past decade, and more recently, has been extended to include multi-physics and
numerical improvements by the SciDAC project High-Fidelity Terascale Simulations

147



148 CONTENTS

of Turbulent Combustion. S3D is a F90/F77 code that is extensible and scales well to
over 4000 IBM SP processors using MPI for scaleable parallelism. The code solves the
compressible Navier-Stokes, total energy, and species continuity conservation equa-
tions in multi-dimensions using high-order spatial finite difference discretization and
high-order Runge-Kutta explicit/implicit temporal integration on a uniform or stretched
mesh. This document provides the background and motivation for the INCITE goal,
the specific research objectives, a description of the mathematical formulation of S3D,
the computational approach, physical configuration, simulation parameters, and S3D
code improvements on NERSC’s IBM SP and ORNL’s CrayX1.

0.28.2 Background and Motivation

In many practical combustors the fuel and air are not premixed. For example, this is the
case in aircraft applications where fuel and oxidizer are segregated for safety reasons,
and in direct injection internal combustion engines, for reasons related to efficiency
gains. Therefore, many fundamental combustion questions revolve around the issue of
rapid mixing of the reactants which is desirable to maximize heat release rates, thus
enabling smaller combustion chamber volumes, and minimizing the production of pol-
lutants. The disadvantage of enhanced mixing rates is that, above a critical value, local
extinction or even destabilization of the entire flame can occur. Extinction is depen-
dent mainly upon the balance between local mixing and chemical rates, which depend,
in turn, upon the local fuel-air composition and temperature. Extinction adversely af-
fects efficiency, pollutant generation and safety. If extinguished pockets of unburned
mixture fail to reignite during a given combustion residence time, then reactions are
quenched and unburnt fuel is emitted out of the combustor. If extinguished pockets
are abundant due to excessive turbulent strain, and reignition is slow, combustion may
cease altogether. In an aircraft, of course, this would be catastrophic.

DNS of turbulent reacting flows has long been a useful, yet computationally lim-
ited tool to gain fundamental insight into the physics of turbulence-chemistry inter-
actions [259, 267, 288, 295]. These interactions reflect the coupling between fluid
dynamics, chemistry, and molecular transport in reacting flows. Even within the con-
tinuum assumption, where the Navier-Stokes equations are valid for a large class of
flows, the range of length and time scales (over 10 decades) may impose prohibitive
requirements on high-fidelity, fine-grained simulations, such as DNS, which are be-
yond present computer capabilities. Therefore, it is generally accepted that the primary
simulation tools for design and optimization of combustion devices will remain limited
to two coarse-grained approaches, Reynolds-Averaged Navier Stokes (RANS) simula-
tions and Large-Eddy Simulations (LES). In RANS, the Navier-Stokes (N-S) equations
are solved for ensemble mean quantities; while LES is based on the spatial filtering of
these equations such that a range of small length and time scales, notably those scales
where strong turbulence-chemistry coupling occurs, is not resolved in the simulations.
The unclosed terms that result from averaging or filtering of non-linear terms in the in-
compressible N-S equations require additional modeling. In reacting flows, additional
modeling is required for transport and chemical source contributions in the species and
energy equations that reflect highly non-linear phenomena. Therefore, the correct rep-
resentation via modeling of the small scale mixing and reaction interactions is crucial
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to the successful prediction of efficiency, stability, and emissions in practical devices.
Principal approaches to non-premixed combustion modeling include those based on
the mixture fraction, e.g. steady [285] or unsteady flamelets [287], and conditional
moment closure (CMC) [273], those based on the solution of the transport equation
for the joint probability density function (PDF) [290], and an approach based on a
statistical one-dimensional description of turbulence [272].

As a result of its technological importance, extinction and reignition, and other
finite-rate phenomenon in nonpremixed combustion has received considerable atten-
tion recently, due in part to a well-documented series of experiments on turbulent jet
flames that exhibit local unsteadiness and extinction. The resulting library of flame
data has been an invaluable benchmark for the advancement of fundamental under-
standing and model validation of nonpremixed turbulent combustion in an interna-
tional collaboration among experimental and computational researchers referred to
as the Turbulent Nonpremixed Workshopshttp://www.ca.sandia.gov/TNF/
abstract.html . Several groups in this forum have demonstrated reasonable suc-
cess in modeling nonpremixed flames without extinction. However, there are still
limitations and uncertainties in these models in their ability to describe extinction
and reignition, and other important finite-rate combustion phenomena. For example,
in the ODT model, only one mode of reignition is possible due to its intrinsic one-
dimensional nature. Multi-dimensional ignition modes would need to be included in
this model empirically - the same comment applies to flamelet approaches. A key limi-
tation in the transported PDF approach is the choice of relevant mixing time scale(s) in
the presence of finite-rate chemistry, and the influence of preferential diffusion among
species on this selection. CMC approaches may require additional conditioning vari-
ables in order to predict extinction and reignition. In summary, current modeling ap-
proaches would benefit greatly from more detailed characterization of the dynamics of
extinction/reignition and other finite-rate effects in turbulent nonpremixed combustion.

In recent years, the rapid growth of computational capabilities has presented both
opportunities and challenges for high-fidelity simulations of turbulent combustion flows.
Realistic simulations that address complex multi-physics interactions, such as the so-
called turbulence-chemistry interactions in combustion flows, have become accessible
through the growth of processor speed, computer memory and storage, and significant
improvements in computational algorithms and chemical models. While the opportu-
nity exists for gleaning fundamental physical insight into fine-grained chemistry-flow
interactions in simplified two-dimensional physical configurations (see the review in
[267]), it remains a formidable challenge to directly simulate three-dimensional turbu-
lent flames with detailed chemistry. In the past several years, the advent of terascale
computers in the U.S. and in Japan, has made it possible to begin to study fundamental
issues such as flame stabilization and extinction in three-dimensional laboratory con-
figurations with multi-step chemistry using the DNS approach [281, 282, 284]. These
simulations are costly, requiring several million cpu-hours on a terascale computer and
between 20 and 100 million grid points. While costly, three-dimensional turbulent
direct numerical simulations with detailed chemistry enable both turbulence dynam-
ics and chemical reaction to be accurately represented concurrently, thus opening new
realms of possibility for the understanding of turbulence-chemistry interactions and the
development of models.

http://www.ca.sandia.gov/TNF/abstract.html
http://www.ca.sandia.gov/TNF/abstract.html
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0.28.3 Research Goals

The primary objective of the proposed study is to perform a three-dimensional turbu-
lent direct numerical simulation of a nonpremixed H2/CO/N2- air flame with detailed
chemistry. This simulation, the first in a series of different Reynolds numbers, will be
targeted at providing fundamental insight into key outstanding issues related to mod-
eling of turbulent nonpremixed combustion: extinction and reignition, flow and flame
unsteadiness, the correlation of strain rate and scalar dissipation rate, differential dif-
fusion of species, and turbulent mixing in a finite-rate chemical environment. Through
collaboration with experimentalists and modelers in the TNF Workshop, we also plan to
gather statistics required to further improve or validate different modeling approaches.
In the following subsections the specific objectives of the proposed work are presented.

Extinction and Reignition Dynamics and Statistics

In the absence of significant preferential diffusion effects, models for non-premixed
combustion are presently capable of representing with reasonable accuracy turbulent
flows without extinction. However the inclusion of extinction and re-ignition remains
a challenge. There is a need to provide fundamental information regarding the mech-
anisms of extinction and re-ignition in a turbulent environment. These processes are
likely quite dependent on finite rate, complex chemistry interactions with turbulence
and turbulent mixing. The proposed DNS will make a new contribution to this under-
standing by including detailed chemistry (i.e. capable of representing fully burning and
igniting chemical states), heat release, and realistic thermo-chemical properties. Pre-
vious studies have typically either used reduced chemistry with heat release [284], re-
duced chemistry without heat release and artificial adjustment of rate constants [276] or
global one-step chemistry without heat release [292, 279, 280]. Unlike previous DNS
studies, the proposed physical configuration with detailed chemistry will permit reig-
nition to occur by either autoignition via chemical chain-branching or by flame prop-
agation (either normal or tangential to the stoichiometric surface of the extinguished
flame.) Statistics regarding the occurrence of the different modes of reignition as a
function of key flow and flame parameters will be obtained.

Differential Diffusion

Several nonpremixed combustion models parameterize the thermochemical state with a
conserved scalar known as the mixture fraction. The mixture fraction is conserved if the
species are assumed to have equal mass diffusivity. Hydrogen and hydrocarbons exhibit
a wide spectrum of mass diffusivities distinct from thermal diffusivity. Fast-diffusing,
chemically crucial intermediates like H atom are mobile and can segregate from other
species and heat. Recently, [293] have proposed a method of quantifying the degree
of differential diffusion (DD) in a flame. The proposed DNS will be used to begin
to understand the significance of differential diffusion, as a function of local mixing
and reactive conditions, on finite-rate phenomena such as extinction and reignition.
For example, we will seek a conserved scalar definition that is least sensitive to DD
and a relevant combustion progress variable definition, that together, may allow us
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to parameterize extinction and reignition processes in a real flame. In the context of
LES, the DNS data will be spatially-filtered to assess the relative importance of DD to
convection and sub-filter terms on the filtered mixture fraction equation.

A-priori Model Development and Validation

3D simulations with complex chemistry, and turbulence parameters within the realm
of moderate Reynolds number flames will be of significant interest to the combustion
modeling community. After an initial investigation of the data, our plan is to invite
members of the modeling community to employ the data set either through collabora-
tion or by sharing our data. Several of the key modeling issues that can be addressed
with the proposed DNS are outlined below.

For approaches based on the mixture fraction or other conditioning variables, it
will be possible to assess the magnitude of the conditional fluctuations, leading to un-
derstanding of the extent to which the thermo-chemical state can be parameterized by
a reduced set of variables, and, building on our previous work, developing alternative
choices for conditioning variables [293]. Furthermore it will be possible to assess the
degree to which these variables can be predicted from the resolved or mean flow, for
example using presumed forms of the PDF.

Flamelet approaches may be evaluated and improved by a better understanding of
unsteady, multidimensional and differential diffusion effects, and of course extinction
and reignition. For flamelet approaches it will be possible by Lagrangian tracking
of fluid or flame elements to identify and understand effects of unsteadiness, includ-
ing extinction and re-ignition, providing valuable information for recently developed
approaches to account for these effects [286, 280]. Multi-dimensional effects can sim-
ilarly be identified using our parallel surface-based post-processing algorithms [266].
Statistics of the conditional average of the scalar dissipation or its PDF can be obtained
from the DNS.

CMC approaches will benefit from a better understanding of the magnitude of the
conditional fluctuations and the conditional scalar dissipation [273], particularly the
differences between extinguished and fully burning regions. In the case of extinction,
CMC may require a second conditioning variable, and the DNS can be used to pro-
vide information on the selection of the second conditioning variable and the doubly-
conditional scalar dissipation rate [276]. Differential diffusion represents a challenge
for CMC [274, 275], and DNS can contribute to its development. Recently the CMC
approach has been applied to LES, where it is noted that a full implementation of the
CMC on the LES grid may be prohibitive due to the introduction of the additional mix-
ture fraction dimension. However, researchers [257, 283] have argued that the spatial
variations of the conditional averages may be significantly less than for unconditional
quantities, potentially allowing the use of a coarser grid for LES simulations. It will be
possible to verify the validity of these assumptions, and any dependence on filter size.

For transported PDF approaches, the main closure problem is for scalar mixing
[290]. Presently PDF approaches do not distinguish between mixing of conserved and
reacting scalars. However reacting scalars can potentially have very different mix-
ing characteristics, particularly where there are different diffusivities and extinction
[279]. Also there may be different mixing characteristics of the conserved scalar in
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extinguished and burning regions. It will be possible to make a contribution to the
understanding of these issues through study of the DNS database.

The disadvantage of the ODT model is that it allows only limited mechanisms for
reignition due to its intrinsic one-dimensional nature. For example, triple flame or
edge flame propagation which requires nonaligned gradients of the mixture fraction
and progress variable can not occur along a one-dimensional domain and would need
to be empirically modeled [269]. The DNS could assess the importance of the different
reignition modes, and provide clues towards empirical models for edge and triple flame
propagation.

DNS Benchmark for comparison

This use of the data is inspired by the highly successful TNF Workshop, in which ex-
perimental benchmark flames were developed and significant progress was made in
model development through the provision of a collaborative framework for compari-
son of modeled and measured results. Typically DNS is not used in this way, rather it
is normally performed and exploited by a single or limited number of research groups
seeking to advance a particular modeling strategy. However, there are good reasons
to suggest that this could be a very profitable use of DNS data. While DNS is nec-
essarily performed with only a limited range of length scales, the ambiguities present
in an experiment, in terms of comparisons of modeled and measured results, simply
do not exist. The thermo-chemistry, boundary and initial conditions are all completely
known, and there is negligible measurement error. Furthermore in the DNS we will
have access to time dependent three-dimensional fields, which greatly enhances possi-
bilities for evaluation of models beyond the typical comparisons of simple point-wise
averages. It is proposed that after an initial investigation of the results, the data set
will be introduced to and shared with the community under the framework of the TNF
workshop. Our target for this would be the forthcoming TNF workshop in 2006.

LES Connection

The proposed work is planned in conjunction with a simultaneous LES effort at Sandia
led by J. Oefelein. In contrast to DNS, LES allows a high fidelity representation of
the large scales that are strongly influenced by the geometry of the problem, and small
scales are modeled. The LES and DNS efforts are complementary and allow us to span
the range of scales that exist in a laboratory flame. It is planned to exploit the LES
to provide more realistic boundary and initial conditions for DNS, and for the DNS to
provide improved sub-grid scale models for the LES.

Experimental Connection

We plan to use DNS data to determine the effect of measurement uncertainties, for
example, due to photon shot noise, on measurements of the scalar dissipation rate.
Comparison between experiment and DNS will be achieved through spatial filtering
and by modeling shot noise in the DNS data and comparing with the raw DNS and
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experimental data. Similar comparisons have already been made with large-eddy sim-
ulation of a jet flame; however, in the LES approach the full spectrum of mixing and
combustion is not resolved on the grid, but rather modeled through flamelets [264].
Disparities in such a comparison may not entirely be attributable to shot noise. We
will further examine the adequacy of the OH radical to extract flame normal vectors
required for multi-dimensional scalar dissipation rate measurements [270].

0.28.4 Computational Approach

The simulation will be performed using Sandia’s massively parallel direct numerical
simulation code, S3D. This code solves the full compressible reacting Navier-Stokes,
total energy, species and mass continuity equations coupled with detailed chemistry.
It is based on a high-order accurate, non-dissipative numerical scheme. It has been
used extensively to investigate fundamental turbulence-chemistry interactions in com-
bustion topics ranging from premixed flames [266, 259], autoignition [291, 262], to
nonpremixed flames [278, 293]. Time advancement is achieved through a six-stage,
fourth-order explicit Runge-Kutta (R-K) method [271], spatial differencing is achieved
through high-order (eighth-order with tenth-order filters) finite differences on a Carte-
sian, structured grid [271], and Navier-Stokes Characteristic Boundary Conditions (NSCBC)
[289, 294] were used to prescribe the boundary conditions. The equations are solved
on a conventional structured mesh, and scaleable parallelism is achieved through MPI.

This computational approach is very appropriate for the problem selected. The cou-
pling of high-order finite difference methods with explicit R-K time integration make
very effective use of the available resources, obtaining spectral-like spatial resolution
without excessive communication overheads and allowing scalable parallelism. An
alternative strategy that could have been employed is the use of Adaptive Mesh Re-
finement (AMR). While AMR is attractive for many combustion problems, it is very
doubtful that this approach would result in computational savings in the present case.
AMR is most efficiently applied in cases where there is a large disparity between flame
and turbulence length scales. In the present case, however, the flame and turbulence
length scales are overlapping, and thus the region in which a fine grid is required occu-
pies a large proportion of the computational domain. In addition, AMR has not yet been
demonstrated to scale up to the large number of processors required for a calculation
of this magnitude.

0.28.5 Physical Configuration

DNS of a 3D turbulent nonpremixed CO/H2/N2-air jet flame with detailed chemistry
will be performed. The kinetic mechanism employed for CO/H2 oxidation includes
12 species and 33 reactions [277]. The physical configuration chosen corresponds to a
temporally-evolving plane jet flame. In the temporal configuration an inner turbulent
fuel core flows within quiescent air, and these streams are separated by reacting mixing
layers under the influence of significant mean shear. The configuration results in similar
but not identical turbulent structures to those observed in a spatially evolving planar jet,
with an observation window that moves with the mean jet velocity. This configuration
was selected rather than the spatially-evolving jet because it allows for more significant
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flame-turbulence interaction within a given computational domain with wider separa-
tion in mixing scales than previously possible [284, 292], thereby potentially creating
a more wrinkled flame surface through intense turbulent mixing. More wrinkling may
lead to a greater probability of different modes of reignition to occur than previously
studied, such as by flame propagation in a direction normal to the stoichiometric sur-
face or by self-ignition of a fluid parcel following heat conduction from neighboring
flame or product gases. Pantano focused primarily on reignition via edge flame propa-
gation tangent to the stoichiometric surface [284]. The other modes rely on high strain
to reduce the separation distance between burning and quenched regions in a wrinkled
flame, in the direction normal to the stoichiometric surface, so that heat conduction and
radical diffusion can reignite the mixture.

To ramp up to the large INCITE calculations, many test calculations ranging from
three to six million grid points and one production calculation with forty million grid
points have been performed. The production calculation was performed on the MPP2
Linux cluster at PNNL and run on 480 processors there. Figure 22 shows a volume
rendering of the hydroxyl radical mass fraction at an instant at approximately 4 flow-
through times into the simulation. The field shows a complex three-dimensional struc-
ture with areas of low OH. Figure 23 shows a volume rendering of the local scalar
dissipation rate. Areas of high scalar dissipation, highlighted in red, exist in highly
localized sheet-like structures, which also correspond to low OH values. This calcu-
lation reveals significant three-dimensional flame structure largely generated by vortex
stretching induced by the mean shear, and localized regions of extinction followed by
reignition.

Figure 22: Hydroxyl radical in a turbulent jet flame

Figure 23: Scalar dissipation rate in a turbulent jet flame

Relative to this run, we expect to increase both Reynolds numbers and the amount
of extinction for the INCITE calculation.

0.28.6 Physical and Numerical Parameter Selection Considerations

The Direct Numerical Simulation of a reacting jet with extinction and re-ignition is
a formidable task, both in terms of the computational cost and in finding the optimal
physical parameter space. The numerical and physical parameter selection is closely
intertwined and must be discussed together.

The computational cost of this explicit code can be easily estimated as the product
of the total grid number, the total number of time steps and the cost per grid point and
time step. It is essential to resolve both the small scale chemical and fluid mechanical
timescales as well as provide enough large scale structures to allow for normal flow
development and adequate statistics. There are limitations on the total number of grid
points and on the total computational cost.
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Selection of the physical parameters is determined mainly by the Reynolds number,
which it is desirable to maximize, and the characteristics of extinction and reignition.
First, an appropriate amount of extinction must be obtained. This is governed largely
by the Damk̈ohler number, defined as the ratio of a characteristic turbulence timescale
to a characteristic flame timescale. Low Damköhler numbers are required to obtain
extinction. Second, realistic reignition modes must be obtained. This implies that
mixing rates must relax in order to allow reignition, which occurs naturally in the
plane jet configuration, but must occur within a reasonable computational time. We
believe that the importance of different reignition modes is governed by the ratio of
the turbulence intensity to the edge flame speed, introducing a further parameter of
importance.

The number of grid points is determined by simultaneous considerations of the
Reynolds number, Damköhler number, and resolution required by the chemistry. It is
well known that the resolution requirements for cold flow DNS scale withRe9/4. The
Reynolds number together with an adequate number of large scale structures implies
a certain grid resolution, and the Damköhler number together with an adequate range
of mixture fraction scales also implies a resolution. Reynolds number scales with the
jet velocity and height, while Damköhler number is proportional to the height and in-
versely proportional to the jet velocity. For a given chemistry, there may be only a small
range of relevant parameter space that is accessible, even on terascale computers, with
a given number of grid points. Although we are still in the process of parameter selec-
tion, we estimate the grid spacing to be 15 microns in each direction. These estimates
are based on two- and three-dimensional turbulent simulation tests accounting for the
local structure of highly strained, extinguishing flames, which require approximately
three times more resolution than what would be estimated from steady extinction con-
ditions. Our target grid number is 0.2 billion grid points, allowing a moderate Reynolds
number.

For the compressible code, assuming uniform grid and that the acoustic CFL cri-
terion controls the time-step, the cost for simulation of a single transient jet time is
proportional toN A

MNH whereN is the total grid number,M is the Mach number (the
ratio of the jet velocity to the sound speed),NH is the number of grid points resolv-
ing the jet height, andA is the factor by which the time step must be smaller than the
acoustic CFL stability limit. Many such transient times must be run over the course of
a given simulation. To reduce the overall computational cost the Mach number will be
maximized while ensuring that the flow is essentially incompressible. Other parameters
will be selected in order to maximize the Reynolds number for the given computational
effort and to give the desired levels of extinction.

0.28.7 Formulation

The DNS solves a coupled system of time varying partial differential equations (PDEs)
governing the conservation of mass, momentum, and energy, and species continuity.
These governing equations are outlined in 0.28.7. The PDEs are supplemented with
additional constitutive relationships, such as the ideal gas equation of state, and models
for reaction rates, molecular transport, and thermodynamic properties.
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Governing Equations

The equations governing reacting flows may be written in conservative form as

∂ρ

∂t
= −∇β · (ρuβ), (267)

∂(ρuα)
∂t

= −∇β · (ρuαuβ) +∇β · τβα −∇αp+ ρ

Ns∑
i=1

Yifαi, (268)

∂(ρe0)
∂t

= −∇β · [uβ(ρe0 + p)] +∇β · (τβα · uα)

−∇β · qβ + ρ

Ns∑
i=1

Yifαi · (Vαi + uα), (269)

∂(ρYi)
∂t

= −∇β · (ρYiuβ)−∇β · (ρYiVβi) +Wiω̇i, (270)

where∇β is the gradient operator in directionβ, Yi is the mass fraction of speciesi,
Wi is the molecular weight of speciesi, τβα is the stress tensor,fαi is the body force
on speciesi in directionα, qβ is the heat flux vector,Vβj is the species mass diffusion
velocity, ω̇i is the molar production rate of speciesi, ande0 is the specific total energy
(internal energy plus kinetic energy),

e0 =
uα · uα

2
− p

ρ
+ h, (271)

andh is the total enthalpy (sensible plus chemical). Throughout this document,α,
β, γ will indicate spatial indices andi, j, will indicate species indices unless stated
otherwise. Repeated spatial indices imply summation. For example, in cartesian coor-
dinates,

∇β · (ρuβ) =
∂(ρu)
∂x

+
∂(ρv)
∂y

+
∂(ρw)
∂z

,

whereu, v, andw are the velocity components in thex, y, andz directions, respec-
tively. Only (Ns − 1) species equations are solved because the sum of theNs species
equations yields the continuity equation. The mass fraction of the last species is deter-
mined from the constraint

Ns∑
i=1

Yi = 1. (272)

Assuming an ideal gas mixture, the equation of state is given as

p =
ρRuT

W
, (273)

whereRu is the universal gas constant andW is the mixture molecular weight given
by

W =

(
Ns∑
i=1

Yi/Wi

)−1

=
Ns∑
i=1

XiWi. (274)
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The species mass fractions(Yi) and mole fractions(Xi) are related by

Yi
Xi

=
Wi

W
. (275)

Relevant thermodynamic relationships between enthalpy and temperature for an ideal
gas mixture include

h =
∑Ns
i=1 Yihi, hi = h0

i +
∫ T
T0
cp,i dT ,

cp =
∑Ns
i=1 cp,iYi, cp − cv = Ru/W .

wherehi is the enthalpy of speciesi, h0
i is the enthalpy of formation of speciesi at

temperatureT0, andcp andcv are the isobaric and isochoric heat capacities, respec-
tively.

Constitutive Relationships

The stress tensor, species diffusion velocities, and heat flux vector in equations (268)-
(270) are given by [268, 256, 265]

τβα = ταβ = µ [∇αuβ +∇βuα]− δαβ

(
2
3
µ− κ

)
∇γ · uγ , (276)

Vαi =
1
Xi

Ns∑
j=1

Yj
Xj

Dijdαj −
DT
i

ρYi
∇α(lnT ), (277)

qα = −λ∇αT +
Ns∑
i=1

hiJαi −
Ns∑
i=1

p

ρYi
DT
i dαj . (278)

whereµ is the mixture viscosity,κ is the bulk viscosity,Dij are themulticomponent
diffusion coefficients,DT

i is the thermal diffusion coefficient for speciesi, λ is the ther-
mal conductivity,Jαi = ρYiVαi is the species diffusive flux, anddαi is the diffusion
driving force for speciesi in directionα, given by[268, 256, 265]

dαi = ∇αXi︸ ︷︷ ︸
1

+(Xi − Yi)∇α(ln p)︸ ︷︷ ︸
2

+
ρYi
p

fαi − Ns∑
j=1

Yjfαj


︸ ︷︷ ︸

3

. (279)

The driving force vector involves thermodynamic forces generated by gradients in con-
centration (term 1), gradients in pressure (term 2) also called “barodiffusion,” and due
to any body force such as an electrical or gravitational field (term 3). Equation (279)
allows for the possibility that the force on each species,fαi, is different, though in the
case of a gravitational field,fαj = gα, and term 3 is identically zero. In the following
sections, we will consider the fluxes given in equations (276)-(278) in more detail.
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Stress Tensor

For monatomic gases,κ is identically zero, and it is often neglected for polyatomic
gases as well [268, 256, 265]. It will be neglected in all discussion herein. This simpli-
fies (276) to

τβα = ταβ = µ

(
∇αuβ +∇βuα −

2
3
δαβ∇γ · uγ

)
, (280)

which is the form that will be used for this work.

Mass Diffusion Flux

It should be noted that all diagonal components of the multicomponent diffusion co-
efficient matrix(Dii) are identically zero [268]. Also, the diffusive fluxes and driving
forces for all species must sum to zero,

Ns∑
i=1

Jαi =
Ns∑
i=1

ρYiVαi = 0,
Ns∑
i=1

dαi = 0. (281)

Equation (277) is often approximated as [268, 256, 296, 265]

Vαi = −D
mix
i

Xi
dαi −

DT
i

ρYi
∇αlnT , (282)

whereDmix
i are “mixture-averaged” diffusion coefficients given in terms of the binary

diffusion coefficients(Dij) and the mixture composition as

Dmix
i =

1−Xi∑
j 6=iXj/Dij

, (283)

where the binary coefficient matrix is symmetric(Dij = Dji), and the diagonal el-
ements are zero(Dii = 0). If we assume that body forces act in the same manner
on all species and baro-diffusion (term 2 in (279)) is negligible, then (279) becomes
dαi = ∇αXi. If we further neglect the Soret effect, (the second term in (277) and
(282)), then (282) reduces to

Vαi = −D
mix
i

Xi
∇αXi, (284)

which, using (275), can be expressed in terms of mass fractions as

Vαi = −D
mix
i

Yi

[
∇αYi +

Yi
W
∇αW

]

= −D
mix
i

Yi

∇αYi − YiW

Ns∑
j=1

∇αYj
Wj

 . (285)

Studies on the effects of thermal diffusion suggest that the Soret effect is much more
important for premixed flames than for nonpremixed flames, the Dufour effect is of
little importance in either premixed or nonpremixed flames [263].
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Heat Flux

The heat flux vector is comprised of three components representing the diffusion of
heat due to temperature gradients, the diffusion of heat due to mass diffusion, and the
Dufour effect [268, 261, 296, 263, 265]. In most combustion simulations, the Dufour
effect is neglected, and (278) may be written as

qα = −λ∇αT +
Ns∑
i=1

hiJαi. (286)

All treatment here will be restricted to adiabatic systems. While it is certainly
true that radiation and other heat-loss mechanisms are important in many combustion
applications, this complication will not be considered here.

0.28.8 Code Overview

The structure and flow of the code S3D is described in this section and illustrated in
Figure 24. The S3D code is structured to either execute in the run mode or postpro-
cessing mode. In the run mode, the code integrates the governing equations forward
in time based on a case specific initialization of the primitive variables. In this mode,
all required operations are directed by the routine solve-driver. In postprocessing mode
the code executes with the same processor topology as in the run mode but all required
operations are directed by the routine post-driver.

Figure 24: Program flow diagram for S3D

After the initialization of the primitive variables for each time step the convective,
diffusive and chemical terms in the conservation equations are updated, once for each
of the six stages of the fourth-order accurate explicit Runge-Kutta time advancement
solver. The main kernels in this solver where over 95% of the computation occurs are
given below:

• Chemistry - Computes chemical reaction rate source terms for species equations.
The chemical kinetics data is preprocessed and the code to compute the reaction
rates, named as “getrates”, is generated by the Chemkin compatible preprocess-
ing utility Autogetrates package . The routines are packaged in a separate module
which acts as an interface to the code and abstracts the actual implementation of
the reaction rates computation. This will allow us to use different versions of the
getrates subroutine targeted at different platforms.

• Transport - Computes molecular transport properties for the species. The prop-
erties computed include the viscosity, thermal diffusivity and species mass diffu-
sivities. The code is linked with the transport library which is part of the standard
Chemkin suite.

• Thermodynamics - Computes the thermodynamic properties such as enthalpy
and specific heats of the mixture. The thermodynamic data are given in the
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Chemkin compatible format and are preprocessed through the chemkin inter-
preter. Rather than directly evaluate the properties using the chemkin routines,
the code employs a tabulation and lookup strategy.

• Derivatives - Computes the spatial derivatives of the primitive and conserved
variables using higher order finite difference operators. The code uses non-
blocking sends and receives to exchange the data at the processor boundaries
among different processors.

• Other RHS - The right hand side of the time advance equation involves all of the
above mentioned operations and the convection terms. These terms are summed
up according to the governing equations. All operations involved in this proce-
dure are lumped into the Other RHS module for accounting purposes.

• Time Integration - Advances the solution in time using a 4th order accurate
Runge-Kutta scheme. This module also includes an error controller which rou-
tinely checks for the time accuracy of the solution and adjusts the time step to
achieve the desired error tolerances.

0.28.9 S3D Software Performance and Improvements

The scientific benefit of the INCITE DNS calculations will be maximized when the
code is tuned to require the least amount of computational time per step and grid point.
Within the fixed INCITE allocation, this could allow an increased grid number and/or
a longer physical simulation time. Such increases would help to achieve the scientific
goals by allowing higher Reynolds numbers, a greater sample of turbulent structures
from which to take statistics, and/or a more complete temporal development of the
turbulent flame. Therefore, the INCITE team, together with NERSC consultant David
Skinner, are working towards understanding and improving the performance of S3D on
the Seaborg IBM SP platform. Considering that the code has been run on this platform
for several years, improvements are expected to be incremental. Also, the INCITE
team has been working on porting the code to the Pheonix Cray X1 architecture at
ORNL. Due to the substantially different vector architecture, much more significant
gains have already been achieved, and further gains may be forthcoming.

The performance of the computational implementation of the DNS software can
be measured in terms of the following metrics: (i) Computational time required for a
given problem size or larger problem size for a given computational effort (ii) Commu-
nication overhead and scaling of a parallel computation over several hundred to several
thousand processors (iii) The maximum problem size that can fit onto a machine given
the system memory limitations. Performance evaluation and improvements have been
divided into the following areas:

• scalar performance evaluation and improvements

• evaluation of parallel scaling and communication overheads

• evaluation of memory limitations
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0.28.10 Test problem description

For the scalar profiling and the parallel scaling studies a pressure wave problem on403

grid points per processor was chosen for simulation. The tests were conducted using
detailed CO-H2 chemistry. The choice of problem size and chemical complexity is rep-
resentative of the work load associated with the INCITE run, although slightly smaller.
The initial condition consists of a gaussian temperature profile centered in the domain
with periodic boundary conditions. When integrated in time, the initial temperature
non-uniformity gives rise to pressure waves and spreading of the temperature profile.

0.28.11 Scalar profiling and performance improvements

The scalar performance was measured by evaluating the computational time per time
step and grid point. The most CPU intensive sections of the code were identified by
profiling the code execution on various platforms including Linux Clusters, IBM SP,
and CrayX1. Rather than describe exhaustively the code by subroutine, these sections
were grouped according to a modular physics based decomposition of the computation
as described in Section 0.28.8.

Performance on Seaborg

The profiling on Seaborg was done using “Xprofiler” which is a GUI based perfor-
mance profiling tool distributed as part of the IBM Parallel Environment for AIX. It
was used to graphically identify the functions which are the most CPU intensive in
S3D. It provides results in the form of a call tree as well as a flat profile that details the
time spent in each routine. The results of the profiling tool are analyzed and the time
spent in each of the subroutines is lumped into one of the several modules described
earlier. The profiling results of the original code are shown in Fig. 25. The figure
shows a breakdown of the time spent per time-step and grid point for the code evalu-
ated from scalar runs on Seaborg at NERSC. As expected, the code spends most of its
time in the chemistry, transport and thermodynamic modules, in that order. Changes
were implemented in these three modules as described below.

Figure 25: Performance improvements on Seaborg IBM SP at NERSC

1. Most sections of the code use non-dimensional form of the variables and equa-
tions to minimize the truncation error. However the transport and chemistry
modules are interfaced with the CHEMKIN libraries, which use dimensional
quantities in order to be able to use the standard chemical and transport proper-
ties databases. The profile showed that a considerable amount of time was being
spent by the code in converting the relevant variables between dimensional and
non-dimensional units. Several sections of the code were rewritten to minimize
the unit conversions and reuse some of the converted data when available. This
resulted in around 8% improvement in performance.
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2. The computation of chemistry and transport properties involved calls to the ex-
ponential and logarithm mathematical functions. To minimize the cost of com-
puting these mathematical functions the code was linked to an accelerated math
library written in POWER3 assembly code that is available on Seaborg. The
Mathematical Acceleration SubSystem (MASS) consists of libraries of tuned
mathematical intrinsic functions, which offer improved performance over the
standard mathematical library routines at the expense of not being as accurate
in some cases. The use of these libraries led to a performance improvement of
around 10%.

3. The evaluation of the thermodynamic properties involves evaluating polynomials
of up to 7th degree in temperature and are very expensive to calculate. There-
fore the current thermodynamics module tabulates most of these properties as a
function of the temperature. Extracting the properties from this table instead of
computing them has proved to be an effective strategy in minimizing the cost
of computation. However, only one property, namely the Gibbs energy, contin-
ued to be computed instead of tabulated. This property is used in computing
the equilibrium constants of reversible reactions in the chemistry module. In the
improved version of the code the Gibbs energy of each species is tabulated as
a function of temperature, like other thermodynamic properties. The tabulation
strategy led to savings in CPU time of around 8%.

The profiling results obtained from the improved version of the code are shown in
fig. 25. After these improvements, the code as a whole spends 26% less time on a single
processor run. The scalar computing cost was lowered from 1.5x10−7hours/gridpoint/timestep
to 1.1x10−7 hours/gridpoint/timestep.

Future scalar performance improvements on Seaborg may be possible. These will
focus firstly on the evaluation of reaction rates and transport properties. The use of
vectorized exponential functions in the MASS library may lead to further gains in the
reaction rate evaluation. In transport property evaluations, reorganization of loops in
legacy code may lead to more effective compiler optimizations. Using the xprofiler
tool, several instances of unnecessary repetition of dynamic allocation of temporary
data-structures in chemistry and thermo kernels have been identified. Elimination of
these may result in small gains.

Porting the code to Cray X1

The profiling on Phoenix was done using CrayPat. The CrayPat suite of tools do not
require the code to be recompiled in order to perform the profiling. The “patbuild”
utility is used to instrument the compiled executable with tracing and polling calls and
produce a modified executable. The report produced on execution is analyzed using the
“pat report” utility. The improved version obtained on Seaborg as a result of the opti-
mization exercise is used as the starting point for the CRAY experiments. The scalar
execution time on Cray was 1.8e-7 hrs/gridpoint/timestep. The profile of executing this
code is shown in Fig. 26. It it seen that the code spends a disproportionately long time
in the chemistry and thermodynamic modules. These modules were recompiled with
the -rm option to obtain a detailed listing file that shows the optimizations performed
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by the compiler and the sections of code that it was not able to optimize. It was found
that the compiler was not able to vectorize the chemistry module. Hence a large portion
of the time was spent in evaluating the scalar version of the exponent function. Sim-
ilarly the thermodynamic module had several functions that involved type constructs
and allocatable data objects. The Cray compiler was not able to inline these functions
and as a result their callers were not being vectorized.

Figure 26: Performance improvements on Pheonix Cray X1 at ORNL

The problem was rectified by rewriting a significant part of the chemistry module
in a form suitable for vectorization. In particular, instead of computing the reaction
rates at every grid point separately, a new routine was written to compute the reaction
rates all over the domain. This modification made it possible for the compiler to invoke
the vector exponent which resulted in a significant improvement. The issue with the
thermchem module was resolved by replacing some of the type constructs and allocat-
able arrays with generic typed variables and static arrays. Furthermore some parts of
the code were manually inlined to assist the vectorization.

As a result of these modifications the compute cost went down to 3.55x10−8 hours/gridpt/timestep.
As seen in Fig. 26 the cost of computing the chemistry and thermodynamics modules
are reduced to insignificant levels as a result of the vectorization.

Further improvements on the Cray X1 architecture are likely. The primary candi-
date is the evaluation of transport properties, which does not vectorize well due to the
present structure of loops.

0.28.12 Evaluation of parallel scaling and communication overheads

S3D is a mature DNS code and has been demonstrated to scale very well up to 4000
IBM SP processors. Also, the inter-process communications are minimal and exist
only between the nearest neighbors in the processor domain topology. Hence, commu-
nication was expected not to be a bottleneck for the performance of the code.

Scaling on Seaborg

A series of comparison runs of S3D on 1, 8, 64, 256, and 512 processors of in-
creasing total problem size proportional to the number of processors were done on
Seaborg. This comparison was between the S3D code as it started out on Seaborg
and the code as of Q1 2005. The Integrated Performance Monitoring (IPM) tool was
deployed to analyze the communication overhead and scaling performance. IPM is a
portable profiling infrastructure which provides users with a concise report on the exe-
cution of parallel jobs. The IPM reports, generated by David Skinner, are available
at: http://www.nersc.gov/˜dskinner/tmp_s3d/ . The files are named
s3dorig N or s3dinciteQ1N, where “orig” refers to the original code, “inciteQ1”
refers to the new code, and N is the number of tasks for the particular run.

A great deal of information is contained in the IPM reports. The main points are
summarized as below.

http://www.nersc.gov/~dskinner/tmp_s3d/
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• The code is scaling well. Figure 27 shows the total wall-clock time versus the
number of tasks. Aside from one outlier at 256 tasks the new code shows con-
sistently better performance approaching 14%.

• The code scaling is not communication bound showing only 10-20% communi-
cation time.

• The communication topology looks to be well blocked as seen in the lower part
of the IPM reports. There may be a more effective task ordering that could lead
to more SMP vs. switch traffic, but gains are not expected to be significant.

• The amount of time spent in MPIBarrier is sometimes an appreciable fraction
of the communication time. This suggests that load balance may be improved
to some small extent. The first step toward this has been completed, namely
removing most of the unnecessary barriers. While this does not improve per-
formance directly it does expose the tasks which are blocked. Discussions have
been started about how the layout of processes assigned to Seaborg nodes might
be optimized.

Figure 27: Code scaling on IBM SP

Scaling on Cray X1

Preliminary scaling tests on 1,8,64, and 256 processors have been performed on the
Cray X1. Figure 28 shows the speed-up of the code against the number of proces-
sors. As in the Seaborg tests, the total problem size is increased proportional with the
number of processors. The code is also scaling reasonably well on this platform. The
appearance of better scaling of the “improved” code is due to the higher ratio of com-
putation to communication per processor. Further work is needed to evaluate whether
any scaling improvements can be obtained on this architecture.

Figure 28: Code scaling on Cray X1

0.28.13 Evaluation of memory limitations

Due to the large size of the INCITE calculation, it is necessary to allow a larger problem
size per task than usual. On Seaborg, it was initially found that the problem size was
memory limited to approximately 90000 grid points per task. However, this difficulty
was quickly remedied by utilizing the appropriate compiler flag, -bmaxdata, allowing
the use of up to nearly 3 million grid points per task.

In order to decide the precise parameter space for the INCITE calculation, it is nec-
essary to run many smaller test calculations, which are in themselves computationally
very demanding. The INCITE team is employing a new local CRF Opteron Linux clus-
ter with Infiniband switches for the test calculations. On this machine, which has a very
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high processor speed, the code was found to be memory limited. The memory usage
was analyzed using a tool named Valgrind. Based on the results of the analysis, sev-
eral unnecessary arrays were eliminated and different sections of the code were made
to share the same memory space for their operations. Such improvements reduced
the memory footprint of the code by approximately 25-30 %, allowing a equivalent
increase in the size, and therefore relevance, of the test problems.

0.28.14 Q3 Progress and Dynamics

Performance improvements on Seaborg

• As before, the code execution was profiled using ’Xprofiler’ and it was noticed
that a large number of calls were being made to ‘malloc’ and ‘free’, which are the
functions used for dynamic allocation and deallocation respectively. These calls
constituted around 12% of the total running time and were worth investigating.
Since S3D does not invoke such a large number of dynamic memory allocation
calls at each time step, the source of these calls was puzzling. Upon investiga-
tion, it was found that wherever a non-contiguous section of a multi-dimensional
array is passed as an argument to a function, a small temporary array is created
through malloc and then deallocated after that call was over. In some parts of the
code, such function calls were inside a loop that gets repeated several hundred
thousand times every time step. Instead of allocating this array space once, the
compiler places several calls to malloc and free. The issue was resolved by man-
ually creating a small temporary array for storing the non-contiguous data and
passing it to the function.

• Upon analyzing the results of several test problems in preparation for the main
INCITE calculation, it was found that the species H2O2 has a negligible role in
the non-premixed flame dynamics at the conditions chosen for this study. There-
fore, the chemical model was reduced from 12 species to 11 species by removing
H2O2 in order to trim the chemistry evaluation cost further.

• The derivative routines use MPI calls for communicating the boundary data with
the neighbors. Whenever the data to be communicated is not contiguous, MPI
derived data types are used to perform the data transfer. Based on the experience
on other platforms, such as the Opteron cluster at Sandia, the derived data types
were retired from the prominent functions and the communication is now done
by packing the data together in a second array and then communicated using
non-blocking MPI routines.

As a result of the aforementioned changes, the scalar execution cost of the code
has been streamlined to0.8 × 10−7 hours/gridpoint/timestep. Note that the cost was
1.5 × 10−7 hours/grid point/timestep at the beginning of FY2005, and then reduced
to 1.1 × 10−7 hours/grid point/timestep at the end of Q2. The improvements made in
FY2005 to date have improved the efficiency of the code by 45%.
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Performance improvements on Cray X1

In addition to carrying over the improvements mentioned above, further enhancements
were made specifically targeted at the Cray X1 platform.

• It was found that the Cray compiler was not able to inline some of the functions
in the transport module. This affected its ability to vectorize those sections of the
code. To correct this problem, the relevant subroutines were manually inlined to
enable vectorization.

• In the transport module, several nested loops were present in which the inner
loop has dependency on the outer loop. Since some of the transport property
matrices are symmetric by definition, the code takes advantage of this property
and performs fewer floating point operations by using such a complex inner loop.
While this approach is advantageous on other platforms, it is not conducive to
vectorization on the Cray X1. Therefore, a modified version of code was written
for the X1, in which the entire matrix is evaluated in spite of its symmetry.

• There were other instances of nested loops in the transport module which were
not being fully vectorized due to the dependence of a portion of the inner loop
calculations on the outer loop. This was resolved by fissioning the loop into two
different loops such that the dependence was removed.

• The Cray systems have a capability known as co-arrays which are a syntactic
extension to the fortran language, better suited for the purposes of data exchange
between processes. Compared to the typical message passing through MPI, co-
array syntax makes the program suitable for analysis and optimization by the
compiler. This promises greater opportunity for minimizing the data transfer la-
tency. S3D was modified to add the co-array capability, wherein communications
can be performed using the co-array syntax instead of MPI calls. It was found
that co-array communication improves the performance greatly compared to the
MPI communication made using derived data types. However, when the data is
packed into a contiguous array and then communicated using MPI calls with-
out using any derived data types, similar improvements were observed. It seems
that the co-arrays can provide a cleaner interface to data exchange without the
overheads of MPI communication using derived data types.

As a result of the aforementioned changes, the scalar execution cost of the code is
currently down to1.5 × 10−8 hours/gridpoint/timestep. Note that the cost was1.8 ×
10−7 hours/grid point/timestep at the beginning of FY2005, and then down to3.5 ×
10−8 hours/grid point/timestep at the end of Q2. The improvements made in FY2005
to date have improved the efficiency of the code almost ten-fold.

0.28.15 Scientific Insights from DNS Simulations

In preparation for the large INCITE calculation, several smaller size production runs
have been performed in the same physical configuration. A 40 million node calculation
was performed on the MPP2 Linux cluster at PNNL, the details of which are discussed
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in section 0.28.5. In addition a second production calculation using 100 million grid
points was performed on the IBM Seaborg at NERSC and the Cray X1E at ORNL.
Relative to these runs, we expect to increase the Reynolds number, domain size and
the amount of extinction for the INCITE calculation. The following paragraphs briefly
discuss the scientific insights gained from postprocessing the data obtained from the
PNNL run.

Mixing timescales

Models for molecular mixing are required in many approaches for the simulation of
turbulent combustion. In particular, molecular mixing is the central modeling question
in the PDF approach [298]. A key element in the PDF approach is a mixing time scale.
Pope [299] has recently pointed out that model predictions are dependent on the choice
of the timescale, and different choices are appropriate for different problems. Normally,
the timescale is assumed to be the same for each different scalar, and the same order
of magnitude as the large scale turbulence timescale. In flames, differential diffusion
and the strong interplay with mixing and reaction might degrade these assumptions. It
is difficult to directly assess these assumptions in a-posteriori tests, and measurements
of reacting scalar mixing are not yet possible. DNS of reacting flows with detailed
chemistry provides unique opportunities to evaluate such assumptions.

Mathematical definition

Here, a mixing timescale is defined for a scalarφ:

τφ =
φ′2

χφ
, (287)

where a dissipation rateχφ is defined for the scalar as:

χφ = 2Dφ∇φ · ∇φ, (288)

andDφ is the mixture-averaged diffusion coefficient for the scalar. A mechanical
timescale, which represents the characteristic large-scale turbulence timescale is de-
fined by:

τu =
k

ε
, (289)

wherek is the turbulence kinetic energy andε is its dissipation rate. The average(. . .)
in these simulations is taken over the spanwise and streamwise directions, which are
statistically homogeneous. The ratio of the scalar to mechanical mixing timescale is
usually assumed to be order unity. Here a timescale ratio is defined as:

rφ =

∫ δZ
0

τudy∫ δZ
0

τφdy
, (290)

whereδZ is they location at whichZ < 0.05. Integration across they direction allows
convenient presentation of the results as a single timescale ratio, and reduces statistical
scatter.
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Effect of Schmidt Number

Figure 29 showsrZ , the ratio of the mechanical timescale to that of the mixture fraction
versus the simulation time normalized by the transient jet timeU/H. The mixture
fraction is a passive scalar in that its transport equation contains no reactive source
term. A Lewis number of unity is assumed to calculate the diffusivity. The figure
shows that the timescale ratio is order unity throughout the simulation, varying between
values of 2.1 to 1.0. The present result is similar to values reported by experiments,

Figure 29: Mechanical to scalar timescale ratio for mixture fraction versus time.

simple chemistry DNS and used successfully in modelling [301]. The result provides
confirmation that the simple production equals dissipation assumption thatrZ should
be order unity is valid for passive scalars with Schmidt numbers order unity, even in a
reacting flow.

Scalars with non-unity Schmidt numbers can potentially have different mixing
timescales. Figure 30 shows the mixing timescale ratio for the H, H2 and CO2 mass
fractions versus time, along with the passive scalar timescale. These different molecules
have different diffusivities - H is the most diffusive while CO2 is the least. The figure
clearly shows there is an effect of diffusivity on the mixing timescales. The most
diffusive scalar H has a maximum timescale ratio of 6.2 while CO2 has a maximum
timescale ratio of 1.6. The difference between these values however is less than the dif-
ference in the diffusivities. The results indicate that differential diffusion effects may
need to be incorporated within mixing models, at least at moderate Reynolds numbers.
This conclusion could possibly be Reynolds number dependent. A parametric study in
Reynolds will be required to determine any such dependence.

Figure 30: Mechanical to scalar timescale ratio for H, H2 and CO2 mass fractions and
mixture fraction versus time.

Effect of Reaction-Diffusion coupling

The strong interplay between reaction and diffusion in nonpremixed flames can also
affect mixing timescales. Figure 31 shows the mixing timescale ratios for HO2, H2O2,
and O and OH. Initially these timescales are ordered according to the diffusivity, but
during the middle of the simulation, the timescales of O and OH increase and those of
HO2 and H2O2 decrease. This is a result of an interesting interplay between reaction
and diffusion. Figure 32a) shows the HO2 mass fraction, and Figure 32b) shows the
OH mass fraction on a color scale for the time 10H/U . In both figures, white contours
of the scalar dissipationχ are overlaid. It may be observed that OH levels are lower
in regions of highχ, while HO2 levels are higher. In these high dissipation regions,
conditions approach extinction and OH and O radicals are destroyed while the stable
intermediates HO2 and H2O2 are produced. This has a direct effect on the dissipation
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fields. Figure 33 shows the fieldsχHO2 , χOH andχ. As a result of the strong pro-
duction of HO2 in high dissipation regions theχHO2 andχ fields are coincident, while
in these regions high OH dissipation does not occur. These high dissipation regions
are most prevalent in the middle of the simulation, and together with these chemical
effects lead to longer mixing timescales in the case of OH and shorter in the case of
HO2. Later, dissipation rates relax and O and OH return, leading to the increase of
the timescales. These findings underline the importance of considering the interplay of
diffusion and reaction, particularly when strong finite chemistry effects are involved.
Preliminary results shown in figure 34 obtained from the calculations performed on the
Cray X1 and X1E show similar trends as reported above for the PNNL data.

Figure 31: Mechanical to scalar timescale ratio for HO2, H2O2, O and OH mass frac-
tions and mixture fraction versus time.

Figure 32: a) HO2 mass fraction on a color scale b) OH mass fraction on a color scale.
White contours ofχ.

Figure 33: Iso-surfaces of dissipation rates. Blue:χ. Red:χHO2. Green:χOH .

Figure 34: (a) Volume rendering of vorticity magnitude (red, yellow to blue is de-
creasing intensity) (b) Volume rendering of OH dissipation rate (red, yellow to blue is
decreasing intensity)

It is worth noting that at present it is impossible to obtain this type of information
any other way than by using the type of highly resolved simulation performed here.
Experimental measurements of the scalar dissipation in flames are very difficult and
even point-wise measurements have only recently become possible [300]. Full access
to the 3D spatial and temporally resolved dissipation fields without the interference of
noise, and of reacting scalars occurring in even thinner layers than those corresponding
to mixture fraction is at present unthinkable experimentally.

0.28.16 Knowledge discovery from terascale simulated combustion
data

Knowledge discovery from terascale datasets is a daunting task due to their sheer size
and the complexity of the studied phenomena. For example, this INCITE calculation
will produce 5 terabytes of data, vast in spatial, temporal and variable domains, creat-
ing a formidable challenge for subsequent analysis and interpretation; challenges also
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common to other Office of Science applications. Manipulating 5 Terabytes of raw data,
and more in the future, will undoubtedly stress the network and the storage infrastruc-
ture. Moreover, knowledge-extraction is also compounded by the sheer complexity of
the turbulent flow-fields, the phenomena being studied, and the existence of heteroge-
neous data types.

In order to meet these challenges, it would be desirable to have an integrated frame-
work for data discovery that incorporates new intelligent interactive feature detection
and tracking algorithms, innovative interactive parallel volume rendering techniques,
and scalable data-sharing capabilities between platforms to provide a unified end-to-
end solution for knowledge extraction from high-fidelity computational combustion
simulations. In the absence of such a paradigm, we have painstakingly moved data
from preliminary INCITE runs generated on NERSC and ORNL to a local Opteron
Cluster at Sandia and analyzed the data using parallel postprocessing software already
built into the S3D code. For example, obtaining and tracking volume averages and
pointwise scalar statistics is relatively simple, whereas computing spatial correlations
has proven to be more difficult.

0.28.17 Prospects for future combustion simulations on petascale
platforms

The computational cost of a DNS is largely determined by the spatial and temporal
resolution requirements. The resolution requirements in a reactive flow are governed
by the range of turbulence scales as well as the range of flame or chemical scales and
hence complex. The computational requirements of a nonreacting isotropic turbulence
are much more easier to evaluate and hence is used as the starting point to predict the
requirements of a reacting flow DNS.

Consider the cost of a DNS of nonreacting isotropic turbulence in a box. The
domain size must be large enough to represent the energy-containing motions; and
the grid spacing must be small enough to resolve the dissipative scales. In addition,
the time step used to advance the solution must be sufficiently small to accurately
resolve the fluid motion. For isotropic turbulence with a given spectrum, a reasonable
lower limit on the domain size is eight to ten integral length scales (Lt). In directions
of the domain where the flame and fluid flow are statistically homogeneous, typically
periodic boundary conditions are imposed. As a consequence of this artificial boundary
condition, if the box or domain size is too small, the autocorrelation function of the
velocity field may not vanish as it would if the domain size was infinite in extent.
The resolution of the smallest, dissipative motions, characterized by the Kolmogorov
scale,η, requires a sufficiently small grid spacing such that at least half a grid point
point is used to resolve the Kolmogorov scale. The two spatial resolution requirements
mentioned above determine the total number of grid points required as a function of the
Reynolds number (measure of the ratio of inertial scales to the viscous scales in a fluid
flow). For isotropic turbulence,Lt/η ∝ Re3/4. Therefore, the total number of grid
points increases asN3 ∝ (Lt/η)3 ∝ Re

9/4
L whereN is the number of grid points in

each of the three directions andReL is the Reynolds number based on the turbulence
integral length scale.
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For the time advancement to be accurate and stable, the CFL condition for the ex-
plicit time integrator requires that the time step be small enough such that the pressure
waves move only a fraction of the grid spacing per time step. Therefore,∆t ∝ ∆x/C,
whereC is the speed of sound. The total duration of the simulation scales with the
flow-through time given byL/U , whereL is the length of the domain in the main
flow direction andU is a characteristic flow velocity. Then the number of time steps
required is proportional to(L/∆x)(C/U), orN/Ma, whereMa = U/C is the Mach
number. Therefore the total cost of the system scales as

Cost ∝ N4

Ma
∝ Re3

Ma

Next, the discussion can be extended to the case of a reacting flow DNS to understand
its cost scaling. DNS of turbulent combustion involves additional complexities that are
listed below.

If the chemical model hasKsp species, then the number of equations to be inte-
grated at each point for a 3D simulation is(4+Ksp), as shown earlier in section 0.28.7.
This has to be included in the cost estimate as,

Cost ∝ (4 +Ksp)
N4

Ma
∝ (4 +Ksp)

Re3

Ma

Higher chemical complexity will therefore lead to higher cost. Although the above
relation predicts a linear dependence on the number of species involved, there are other
factors as well. The number of chemical reactions in the chemical model will, in the
worst case, scale asKspC2 or O(K2

sp). Since, evaluation of chemical source terms is
one of the major factors in the cost, this will pose an additional overhead. The stiffness
in the chemistry might limit the integrator time steps to be much shorter than that
dictated by the CFL condition. Lettc denote the chemical time scale representative
of the fastest chemical transients. Then the number of time steps is determined by the
ratio of the flow through time totc. The cost, in this situation, will not be determined
by, but instead scales as:

Cost ∝ (4 +Ksp)
N3L

Utc
∝ (4 +Ksp)

Re9/4L

Utc

In the case of turbulent combustion, both the fine scales of turbulence and the re-
action zone have to be well resolved. The grid spacing will therefore depend on the
lesser of the two quantities: Kolmogorov scale and flame resolution. For example, in a
premixed turbulent combustion situation, letlδ denote the width of the reaction zone.
Then a non-dimensional number,Ka, known as the Karlovitz number, can be defined
based onlδ and the Kolmogorov scale,η, asKa = (lδ/η)2. For cases, where the reso-
lution requirement of the reaction zone is more than that required for the turbulence, the
cost increases depending on the Karlovitz number. The number of grid points required
is then given as,N ∝ Lt/lδ = Re

3/4
L Ka−1/2. Then

Cost ∝ (4 +Ksp)
N4

Ma
∝ (4 +Ksp)

Re3

MaKa2
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As the Karlovitz number gets smaller, the cost increases. Similarly, in the case of non-
premixed combustion, the resolution requirement of the reaction zone structure can
increase the cost depending on another non-dimensional number called the Damköhler
number, which is the ratio of chemical to fluid dynamic scales.

From these cost estimates, it can be seen that the Reynolds number and the resolu-
tion requirement of the reaction layer are the main cost-determining factors. Given the
current capability, a non-premixed turbulent combustion simulation at a jet Reynolds
number of 6000 can be performed within the INCITE allocation of 2.5 million hours on
the IBM Seaborg at NERSC. Note that in this case, the problem has been chosen such
that the resolution requirement for the chemical reaction zone and the smallest scales
of turbulence are identical, so as to maximize the Reynolds number achievable within
this cost. It is foreseeable that with a 1000 fold increase in computational capability, it
will be possible to simulate turbulent combustion at roughly ten times higher Reynolds
number. Or, the increase in Reynolds number can be traded for increase in chemical
complexity, such as higher hydrocarbon fuels, or increase in Damköhler number, i.e.
thinner flames relative to Kolmogorov turbulence scale, a combustion regime many
practical devices operate in. Either of these choices will bring us closer to realistic
combustion situations and increase the validity and relevance of the scientific obser-
vations. Furthermore, with a 1000 fold increase in computational capability, it will be
possible to perform DNS of a lab scale flame in a canonical configuration that mimics
the experimental parameters closely. This will help facilitate direct comparisons of ex-
perimental and high-fidelity numerical data and help provide breakthrough modeling
capability in relevant parameter regimes.

0.28.18 Code Improvements made in FY05-Q4

Performance improvements on Cray X1E

During Q4, the Phoenix system was upgraded from X1 to X1E. While the X1 MSPs
had a peak computation rate of 12.8GF, the X1E MSP have 18GF. Hence the theoretical
maximum speed-up due to the upgrade is 1.5. During this period we have continued to
improve our code as detailed below and these have resulted in significant savings.

• S3D has a high-order finite difference filter module capable of filtering out high
frequency noise generated by high-wavenumber, unresolved flow features. The
grid filtering operation is applied at every time step and improves the stability of
time integration. The filter module was rewritten in F90 style array syntax for
better vectorization.

• As mentioned in Q2 and Q3 reports, most sections of S3D were vectorized ex-
cept for the transport module, which continued to consume a significant portion
of the CPU resources. During Q4 the legacy transport library was rewritten in
F90 style array syntax. In the new version, the transport coefficients, such as
thermal conductivity, viscosity etc., are evaluated for all points in a given plane
simultaneously rather than computing them sequentially. This led to better vec-
torization and improved performance.
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As a result of the improvements made to the transport libraries in Q4 the computa-
tional cost decreased to5× 10−9 hours/grid point/timestep (on X1E) from1.5× 10−8

hours/grid point/timestep (on X1). After accounting for the speedup due to processor
upgrade, the net performance improvement during Q4 alone is 50%.

Porting the code to XT3

During Q4, S3D was ported to the CrayXT3 Opteron cluster at ORNL. Since S3D has
already been ported to the Opteron cluster at the CRF, Sandia, there were not many
significant issues. However, it was unable to call system commands directly from the
fortran code. S3D uses system commands to routinely perform data file management,
such as creating directories for writing files to and tarring up files. Since fortran style
system commands were not feasible, a C-language interface was created for the direc-
tory creations. Other system commands were suppressed. After this modification, the
code was demonstrated to scale extremely well up to 5120 processors as seen from
Figure[35].

Figure 35: Code scaling on various platforms as of Q4-2005.

Figure 36: Execution time versus number of processors on various platforms as of
Q4-2005.

Summary of Joule target accomplishment

Did your application satisfy the target / constraint? YES!

• During FY2005, S3D’s performance was improved on two platforms, the IBM
SP at NERSC and the Cray X1E at ORNL. It was also ported to a third platform,
the new Cray XT3 at ORNL.

• On the IBM SP, the cost of execution was reduced from1.5 × 10−7 hours/grid
point/timestep at the beginning of FY2005 to0.8×10−7 hours/gridpoint/timestep.
The code improvements have improved the efficiency by 45%. Considering that
S3D has been used on this platform for several years now, this is a considerable
improvement. On the Cray X1E the performance improvement has been truly
remarkable. The cost was reduced from1.8× 10−7 hours/grid point/timestep to
5 × 10−9 hours/grid point/timestep. After accounting for a factor of 1.5 due to
the processor upgrade during this period, the performance improvement is still
remarkable.

• The code improvements were found to be beneficial cross-platform. For in-
stance, several modifications made based on profiling the code execution on the
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IBM SP, where found to be beneficial on the CrayX1E as well. Also, the vector-
ization of the chemistry module was found to be helpful on the IBM SP as well.
The code continues to be portable and efficient on other platforms such as the
CrayXT3 at ORNL, the Itanium cluster at PNNL and the local Opteron cluster
at Sandia.

• No special compiler options other than the common optimization options were
used. The same set of compiler options were used for the entire source tree
without resorting to subroutine-wise compiler tuning.

• The code execution improvement was achieved along with similar improvements
to memory usage and parallel performance. As a result the code continues to
scale exceptionally well on several Office of Science platforms, as shown in
figure[ 36].
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576 (1996).

[289] T. J. Poinsot and S. K. Lele, ”Boundary Conditions for Direct Simulations of
Compressible Viscous Flows,” J. Comp. Phys., v101, 1, 104-139 (1992).

[290] S. B. Pope, Prog. Energy Combust. Sci., v11, 119-192 (1985).

[291] R. Sankaran and H. G. Im and E. R. Hawkes and J. H. Chen, Proc. Combust.
Inst., v30 (2004) (to appear).

[292] P. Sripakagorn and S. Mitarai and G. Kosly and H. Pitsch, J. Fluid Mech. (2004)
(submitted).

[293] J. Sutherland and P. J. Smith and J.H. Chen, Combust. Theory and Modeling
(2004) (to appear).

[294] J. Sutherland and C. A. Kennedy, J. Comp. Phys., v191, 502-524 (2004).

[295] L. Vervisch and T. Poinsot, Annu. Rev. Fluid Mech., v30, 655-691 (1998).

[296] J. Warnatz, U. Maas, R. W. Dibble, Combustion ,1st ed. , Springer, Berlin, DE.
(1996).

[297] R. A. Yetter and F. L. Dryer and H. Rabitz, Comb. Sci. Tech., v79, 97-128.

[298] S. B. Pope, Prog. Energy Combust. Sci., v11, 119-195 (1984).

[299] S. B. Pope, Proceedings of Sixth International Workshop on the Measurement
and Computation of Turbulent Nonpremixed Flames, 2002.

[300] A. N. Karpetis and R. S. Barlow, Proc. Combust. Inst., v30, 665-672 (2005).

[301] C. Pantano, S. Sarkar and F. A. Williams, J. Fluid Mech., v481, 291-328 (2003).


	Credits
	The Joule System
	OASCR's FY07 Joule Goals
	Related Quarterly Tasks
	A context for Joule

	Discussion of Q2, Q4 Results
	Results
	jaguar.ccs.ornl.gov 
	Chimera
	GTC-S
	S3D


	Chimera Discussion
	Objective and Expected Significance
	Background and Approach
	Laying the Foundation
	A Staged Approach

	CHIMERA Overview
	CHIMERA's Hydrodynamics Module
	Solving the Hydrodynamics Equations
	Solving the Poisson Equation

	CHIMERA's Transport Module
	Overview
	Neutrino Boltzmann Equation
	Neutrino Boltzmann Equation in Terms of Independent Variables (t,m,a,) 
	Moment Equations
	Flux-Limiting
	Matter--Neutrino Energy--Momentum Exchange
	Einstein Equations
	Matter--Neutrino Lepton Number Exchange
	Summary of Equations
	The equations presently used in CHIMERA
	Differencing of the MGFLD Equations
	Solution of the MGFLD Equations

	CHIMERA's Network and Equation of State Modules
	Nuclear Statistical Equilibrium
	The High Density Equation of State and Nuclear Matter
	Non-Equilibrium Regions and Thermonuclear Reaction Networks

	CHIMERA Problem Statement and Results
	Q2
	Q4

	CHIMERA Verification
	Toward the Petascale and Higher-Fidelity 3D Simulations
	Architectural Perspective
	Science Overview
	Effective Utilization of Multi-Core Sockets
	New Communication Strategies
	Parallel I/O & Analysis Tools
	Data Movement and Workflow Management
	Spatial Grid
	Three-Dimensional Gravity
	Magnetohydrodynamics

	Timetable
	Results from Ongoing 2D Simulations
	Planned 3D Simulations: Core Collapse Supernova Mechanism and Observables

	GTC-S Discussion
	GTC-S: Gyrokinetic Simulation of Global Turbulent Transport in Fusion Plasmas 
	Introduction

	General Geometry Gyrokinetic Particle Simulation Model
	Coordinate system and mesh construction
	Gyrokinetic transformation
	Basic equations

	Parallel Model and Optimizations
	Parallel Model
	Optimizations

	Tasks Undertaken to Achieve Joule Milestones
	Performance Metric
	Problem Statement
	Initial Performance Results at the End of Q2
	Performance Results at the End of Q4

	New High Performance Parallel I/O in GTC-S
	GTC-S Incorporation
	Initial Performance

	Summary and Future Plans
	Acknowledgement

	S3D Description
	S3D : Sandia INCITE Team
	Q2 Problem Information
	Background and Motivation
	Approach and Goals
	Problem Configuration
	Reduced Chemical Mechanism for Lean Premixed Methane-Air Flames
	Mechanism Reduction Methodology
	Mechanism Validation
	Numerical Method
	Q2 Benchmark Run Description
	Effect on flame thickness
	Tracer particle
	Flame element tracking
	Data Analysis

	Q4 Problem Information
	Ethylene chemical mechanism
	Configuration and Initial Conditions
	Results and Discussion

	S3D Performance
	Introduction
	Improving the node performance of S3D.


	REPRINT of FY05 S3D INCITE OASCR Joule software assertion
	S3D : A Direct Numerical Simulation of Chemical Combustion
	Introduction 
	Background and Motivation
	Research Goals
	Computational Approach
	Physical Configuration
	Physical and Numerical Parameter Selection Considerations
	Formulation
	Code Overview 
	S3D Software Performance and Improvements
	Test problem description
	Scalar profiling and performance improvements
	Evaluation of parallel scaling and communication overheads
	Evaluation of memory limitations
	Q3 Progress and Dynamics
	Scientific Insights from DNS Simulations
	Knowledge discovery from terascale simulated combustion data
	Prospects for future combustion simulations on petascale platforms
	Code Improvements made in FY05-Q4


	Bibliography

